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In the data center environment, meeting the dissimilar requirements of transmission performance for long and short data flows is
crucial for guaranteeing the data center service quality. It is well known that optimizing the network transmission performance is
the key. Abundant research studies have reported that designing an effective load-balancing scheme can boost the network
performance by enhancing the path utilization of multirooted data center networks. Unfortunately, the existing data center load-
balancing schemes fail to provide satisfying flow-level transmission performance since they choose to ignore the constant
changing path status and blindly assign paths to data flows regardless of their different performance requirements. In order to
solve these issues, we propose a data center load-balancing scheme called TAM tomeet the performance requirements of long and
short flows simultaneously. In detail, TAM leverages the traffic-aware ECNmarking mechanism to force long flows to proactively
maintain the switch queue length at a low level and release bandwidth to short flows when they compete for the bottleneck link. On
the contrary, TAM carries out the coarse-grained routing or rerouting for short and long flows, respectively, in real time by
perceiving the path status. In this way, the short flows achieve low delay transmission while the long flows obtain high throughput.
(e simulation results based on NS2 tests show that TAM achieves up to 60% lower FCTs for short flows and a 40% improvement
in goodput for long flows.

1. Introduction

A modern data center usually hosts a variety of applications
[1–4], mainly including latency-sensitive applications (e.g.,
search, RPCs, and gaming) and throughput-sensitive ap-
plications (such as video, big data analytics, and VM mi-
gration). Latency-sensitive applications commonly generate
plenty of short flows, each of which has a small amount of
data (less than 100KB) to be transferred and needs the data
center network (DCN) to provide it with low queuing delay
[5–10]. (roughput-sensitive applications create a small
number of long flows [8–11]. Each long flow possesses a
large amount of data (more than 100KB) and requires

persistent throughput during data transmission. (ese
heterogeneous flows are mixed in DCN [12]. To provide
better service quality and user experience [13], DCN should
meet their performance requirements at the same time.
However, this challenge remains elusive currently.

Luckily, in recent advances, there is a promising method
to address the above challenge. (e topology of DCN (e.g.,
leaf-spine topology [14, 15]) often has multiple parallel end-
to-end paths. Deploying an efficient load-balancing mech-
anism on DCN can fully utilize all these parallel paths, thus
providing high network bisection bandwidth, which in turn
boosts the network transmission performance [9, 10, 16].
Nonetheless, due to the inefficient path selection strategy in
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existing data center load-balancing schemes, the proliferated
end-to-end bandwidth has not yet brought prominent
performance improvement as expected.

For example, as a widely deployed flow-level load-bal-
ancingmechanism, equal-cost multipath (ECMP) [17] uses a
hash algorithm to distribute flows to all available paths, while
its path utilization is still quite low because of suffering from
the problem of hash collision. To fully utilize all the parallel
paths, both random packet spraying (RPS) [18] and digit-
reversal bouncing (DRB) [19] perform packet-level
rerouting. However, they select a path for each packet either
in a random or round-robin manner, thus leading to a
serious packet reordering problem. LetFlow [20] determines
whether to reroute the subsequent packets of current flow by
judging whether a flowlet arises, and Presto [21] performs
the round-robin rerouting for each flow cell. Although these
two schemes strike a good balance between reducing packet
reordering and maintaining high path utilization compared
to the former strategies, they also do not perceive the path
condition, so their rerouting operations are blind, causing
the problem of congestion mismatch. Because these
mechanisms do not perceive whether the data flow is a long
flow or a short flow, they cannot guarantee their perfor-
mance requirements according to the type of data flow on
the bottleneck link.

Furthermore, the common problem of these load-bal-
ancing mechanisms is that they treat all kinds of hetero-
geneous data flows indiscriminately when making path
selection and naturally do not perceive their different
characteristics and transmission performance requirements.
Consequently, short flows are forced to experience large
queuing delays or choose high delay paths, while long flows
have to struggle between how to improve path utilization
and avoid packet reordering. To address these efficiencies,
we design TAM to meet the performance requirements of
both short and long flows simultaneously. Specifically, we
designed a coarse-grained data center load-balancing
scheme called TAM to improve the performance of short
flows by carrying out the path-status perceived routing and
the long flow dominated queue length controlling and
bandwidth compromising. In the meantime, TAMmonitors
the load status and balance level across all parallel paths in
real time to conduct flowlet-level rerouting for long flows,
which greatly compensates for the performance loss from
bandwidth compromising, thus guaranteeing the trans-
mission performance of both long and short flows at the
same time.

In summary, we make the following contributions:

(i) We conduct a large number of simulation experi-
ments to verify the impact of long and short flows
on each other’s performances when they pass
through the same bottleneck link.

(ii) We propose TAM to simultaneously improve the
flow-level transmission performance of short and
long flows.(e TAM employs the traffic-aware ECN
marking to force the long flows to proactively re-
treat, thus controlling the switch queue length at a
very low level and helping the short flows

completely quickly. Besides, TAM perceives the
path status in real time and carries out flowlet-level
rerouting for long flows to enhance the path
utilization.

(iii) We constructed large-scale NS2 simulation tests to
evaluate the performance of TAM. It can be seen
from the results that compared with the represen-
tative data center load-balancing scheme, TAM
reduces the AFCTs and Tail FCTs of the short flows
by up to 60% and 50%, respectively, as well as in-
creases the average goodput of long flows by up to
40%.

(e rest of this study is organized as follows. In Section
1.1, we analyze the negative effects of the existing repre-
sentative load-balancing mechanisms on short flow and long
flow and then put forward our design objectives. In Section
2, we design TAM to meet the requirements of both short
and long flows. In Section 4, we conduct different scale
experiments based on the NS2 simulator to evaluate TAM’s
performance. After that, we discuss related work in Section 5
and summarize our work in Section 6.

1.1. ProblemDescription. In a data center, the long and short
flows mix together and are transmitted on the same physical
network [22, 23]. (eir performance requirements are en-
tirely different. (e short flow needs to experience extremely
low queuing delay, while the long flow requires high
throughput transmission. However, the existing typical
load-balancing mechanisms cannot meet their performance
requirements at the same time. In Section 1.2, to elaborate
on this issue and clearly illustrate how long and short flows
interact, we choose ECMP, LetFlow, and RPS as represen-
tatives to analyze why the flow-level transmission perfor-
mances of heterogeneous data flows cannot be
simultaneously guaranteed. ECMP, LetFlow, and RPS have
been widely used in industry and academia. (e former two
schemes are the representatives of coarse-grained mecha-
nisms, while the latter one is the representative of fine-
grained mechanisms.

As shown in Figure 1, ECMP is unaware of the status
of the transmission paths when transmitting packets. (is
situation leads to two long flows mixed on the same path
(path1) but makes no packets travel through paths 2 and 3.
As a result, the transmission links become extremely
unbalanced in load, and the transmission performance of
the data flows decreases significantly. Meanwhile, the
transmission completion time of a short flow is signifi-
cantly increased since the switch queue length of path 1 is
too large.

Under LetFlow, the short flow again experiences a large
queuing delay since it is still with long flows on path 2.
Meanwhile, the input traffic is also not scattered evenly, so
the available path 3 is still unused.

With RPS, the input traffic is distributed to all the
available paths evenly, but long flows experience serious
packet reordering, which may seriously disturb the control
logic of the TCP [24, 25] stack at the end host, causing
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serious packet retransmissions, thus leading to significant
performance degradation.

1.2. Performance Impairments. In order to further verify
the above analysis, we conducted simulation experiments
on NS2. Specifically, there are 40 hosts in total, and these
hosts are divided into two groups (A and B). A total of 10
parallel paths are constructed through 10 spin switches,
and each link has 1 Gbps bandwidth and a 25μs delay,
which leads to the 200μs round-trip propagation delay

(RTPD) between group A and group B. All the switch
buffer sizes are set to 192 KB. (e detailed network to-
pology is shown in Figure 2.

To observe how the long flow affects the transmission
performance of short flows, we let the hosts in group A send
many long flows and 100 short flows to the hosts in group B
and gradually change the number of long flows from 1 to 10.
All the long and short flows start their transmissions by
following the Poisson process. On the contrary, in the ex-
periments about how short flows affect the performance of
long flows, group A sends 10 long flows, and the number of
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Figure 1: Flow-level transmission performances of heterogeneous data flows under ECMP, LetFlow, and RPS.
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short flows is increased from 10 to 100. All the above ex-
periments are repeated many times to obtain statistical
results.

We mainly count the average flow completion time
(AFCT) and the 99th percentile flow completion time (Tail
FCT) for short flows, as well as the average goodput for long
flows. To deeply dig into the reasons for performance
degradation, we also trace some other metrics in terms of

flow-level transmission performance, such as the average
packet queuing delay, the number of retransmission packets,
and the standard deviation of long flows’ throughput on each
parallel path.

Figure 3 shows the impact on various performances of
short flows when the number of long flows changes. With an
increasing number of long flows, the performance of short
flows under ECMP and LetFlow is greatly weakened. While

10 spine switches

2 leaf switches

20 hosts

Group A

20 hosts

Group B

Figure 2: (e leaf-spine topology.
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Figure 3: How long flows affect the performance of short flows? (a) How long flows affect the AFCTof short flows? (b) How long flows affect
the Tail FCT of long flows? (c) How long flows affect the queuing delay experienced by short flows?
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under RPS, the performance of short flows is relatively less
affected by the traffic intensity of long flows. In Figures 3(a)
and 3(b), it can be observed that the AFCTs and Tail FCTs of
ECMP and LetFlow increase linearly with involving more
long flows in the tests. For RPS, when the number of long
flows increases to a certain extent, the increase of AFCT of
short flows slows down to a certain extent. (is result can be
explained in Figure 3(c). For ECMP and LetFlow, increasing
the number of long flows leads to a rise in the average
queuing delay experienced by short flows. On the contrary,
the queuing delay under RPS is relatively stable, and its short
flows’ FCTs do not increase too much as the number of long
flows increases.

Figure 4shows the impact of changing the number of
short flows on the performance of long flows. Overall, the
results fluctuate a little with changing the number of short
flows. It can be observed from Figure 4(a) that the goodput
of ECMP, LetFlow, and RPS show a gradient arrangement,
and the former two coarse-grained schemes perform sig-
nificantly better than the latter one. Because LetFlow has
better path utilization, its goodput is also greater than that of
ECMP. Figure 4(b) presents the number of retransmission
packets, which can directly affect the performance of long
flows. It can be noted that ECMP and LetFlow do not cause
any packet retransmission. Figure 4(c) is the standard de-
viation of long flows’ packets transmitted on each parallel
path. (e smaller the standard deviation, the higher the path
utilization. (e path utilization rate of RPS is very high, but
because the packet reordering cannot be avoided, the
goodputs of long flows greatly deteriorate. LetFlow improves
the path utilization on the premise of ensuring that there is
no disorder, thus significantly improving the goodputs of
long flows. As a whole, we can find that the performance of
long flows is hardly affected by the traffic intensity of short
flows.

1.3. Summary. According to the above observation, we draw
the following conclusions. (1) (e existing representative
data center load-balancing schemes do not distinguish

between long flow and short flow, and the interaction be-
tween long and short flow on the bottleneck link always
exists. (2) When long and short flows coexist on the same
path, the increase in the number of long flows has a great
impact on the performance of short flows, while the increase
in the number of short flows has little impact on the per-
formance of long flows. (erefore, our design objective is to
solve the contradiction between long and short flow and
strive to meet their requirements for transmission perfor-
mance at the same time.

2. Design

(is section introduces TAM in detail.

2.1. Insight. Based on the analysis and experimental results
in the previous section, it can be concluded that the queuing
delay is the main factor affecting the short flow’s trans-
mission performance, while the long flow’s transmission
performance mainly depends on the path utilization and the
degree of packet reordering [26, 27]. When long and short
flows coexist on the same path and compete for bandwidth,
the performance of long flows is hardly affected by the traffic
intensity of short flows. On the contrary, the traffic intensity
of long flows can strongly affect the transmission perfor-
mance of short flows. Generally, the greater the traffic in-
tensity of long flows competing with short flows, the worse
the performance of short flows will be. On the contrary, the
better the performance of short flows will be.

In order to take into account the transmission perfor-
mance of long and short flows, we designed a traffic-aware
marking (TAM) rerouting mechanism, which proactively
marks the packets of long flows to ensure that the trans-
mission path always provides a very low queuing delay.
When the long and short flows compete for the bandwidth of
the bottleneck link, TAM further marks the long flows’
packets to make them give up bandwidth to the short flows.
In addition, TAM designs different routing strategies for
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Figure 4: Effect of short flow number on long flow performance. (a)(e number of short flows affects the average goodput of long flows. (b)
(e number of short flows affects the number of retransmission packets of long flows. (c) (e number of short flows affects the standard
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long and short flows according to their different perfor-
mance requirements.

TAM selects switch ports for short flows in flow units so
that the short flows’ packets will not be out of order during
transmission. Meanwhile, the short flow selects the trans-
mission path that can reach the destination leaf switch the
fastest according to estimated transmission delays of the
alternative paths. On the contrary, TAM allows the long
flows to execute the rerouting mechanism in the unit of
flowlet and senses whether they coexist with the short flows
in the same transmission path in real time. When the short
flows appear, TAM forces the long flows to retreat.When the
flowlet of a long flow appears, the long flow will re-select a
fast path with the least number of long flows for
transmission.

2.2. Overview. TAM is only deployed on the switch without
anymodification to the end host. As shown in Figure 5, when a
packet arrives at the switch, TAM first identifies its flow type. If
the packet belongs to a short flow, TAM performs flow-level
routing, which is to select the fastest available path to the
destination leaf switch for transmission. If the packet comes
from a long flow, TAM performs the flowlet-level rerouting
andmonitors the switch queue length in real time. If the queue
length of the bottleneck link is greater than a predefined
threshold, it immediatelymarks the long-flows packets arriving
at the switch to keep the queue length at a very low level. In
addition, when TAM detects that long and short flows coexist
in the same transmission path, it immediately marks all the
long flows’ packets during the coexistence period, making the
long flow abdicate bandwidth to the short flows. Meanwhile,
when the flowlet appears, TAM reroutes the long flows’
subsequent packets to those paths with light load.

2.3. Algorithm of TAM. (e main operations of TAM in-
clude four parts. (1) We set the flow table to distinguish the
types of flows and set the port table to record the status of
flows. (2) We let the short flow choose the fastest trans-
mission path. (3) We let the long flow perform traffic-aware
marking to control the switch queue length and abdicate
bandwidth to the short flow to help it complete as soon as
possible when long and short flows coexist. (4) We update
flow table and port table in real time.

As shown in Algorithm 1, when a data flow arrives at the
switch, TAM first initializes some variables for it: sending
time t_i, port number sent c_i, number of packets sent s_i,
size of each packet ps_i, and queue length k∗ (k∗�C∗RTT/7
according to the recommendation described in [2]) for
sensing long flows. Next, TAM will calculate the size of the
data flow and divide the data flow into long flow and short
flow with 100KB as the boundary. When the current data
flow is a short flow, TAM judges whether the data packet is
the first packet of the data flow. If so, TAM will select the
port with the lowest transmission delay for it. If there are
multiple ports with the smallest transmission delay, we select
one at random. If the data packet is not the first packet of the
data flow, we continue to send it according to the sending
port of the previous packet. When the data flow is identified
as a long flow, TAM will monitor whether the data flow is
rerouted in the unit of flowlets. If the long flow is divided
into multiple flowlets, the port with the least number of long
flows will be selected for rerouting; if there are multiple ports
with the smallest transmission delay, we select one at ran-
dom. If there is no flowlet, it will continue to be sent through
the port through which the previous packet passed. At the
same time, TAM will also monitor the queue length of the
selected port. If it exceeds the pre-set k∗, it will mark the long
flow. If the long and short flows coexist in the selected port, it
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will also mark the long flow. Except for these two cases, TAM
will not mark any long flows. Finally, the packet will be
forwarded from the selected port.

2.4. Details

2.4.1. Implementation of Traffic-Aware Marking. TAM
employs the ECN (Explicit Congestion Notification) [28–31]
mechanism, which is currently supported by data center
switches to mark packets. (e specific marking process is as
follows. (1)When the long flows’ packets arrive at the switch,
if the queue length on the using output port is greater than a
predefined threshold or if the long flows coexist with short
flows in the same path, TAMmodifies the ECN field of the IP
header of the long-flow packet to 11. (2) When the receiver
receives the long-flow packet, it checks the packet’s IP

header. If the ECN field is 11, the receiver sets the ECE bit in
the TCP header of the ACK packet to 1. (3) After the sender
receives the ACK packet, it reduces the sending rate of the
long flow according to DCTCP once the ECE bit of the ACK
packet is 1. Note that the packets of short flows are still
marked according to the default queue length threshold of
DCTCP, although the marking operation in TAM is only
executed for long flows. (e detailed implementation of
traffic-aware marking is listed in Table 1.

Note that although both TAM and DCTCP use ECN,
they are quite different when looking closely. (e main
differences are as follows. (1) DCTCP is unaware of the
traffic type. TAM identifies the different types of hetero-
geneous flows when a packet arrives at the switch. (2)
DCTCP uses ECN to control the switch queue length, while
TAM employs ECN to limit the bandwidth by long flows.
Under TAM, when the short flows appear, TAM forces the

(1) Initialization: for the ith data flow: t_i� 0, c_i� 0, s_i� 0, ps_i, k∗�C∗RTT/7
(2) when switch receives a normal data packet p
(3) the data flow including p s_i++
(4) if s_i ∗ ps_i < 100KB then
(5) if p is the first packet then
(6) do select the port with the shortest transmission delay
(7) if port with the shortest transmission delay� 1 then
(8) do c_i� port number
(9) else port with the shortest transmission delay >1 then
(10) do select the port with the least long flows for c_i
(11) if port with the least long flows� 1 then
(12) do c_i� port number
(13) else port with the least long flows >1 then
(14) do c_i� random port number
(15) else p is not the first packet then
(16) do follow the last packet
(17) fi
(18) else if s_i ∗ ps_i> 100KB then
(19) if flowlet exists then
(20) do select the port with the least long flows in present
(21) if port with the least long flows� 1 then
(22) do c_i� port number
(23) else port with the least long flows >1 then
(24) do select the port with the shortest transmission delay for c_i
(25) if port with the shortest transmission delay� 1 then
(26) do c_i� port number
(27) else port with the shortest transmission delay >1 then
(28) do c_i� random port number
(29) else p does not need to reroute then
(30) do follow the last packet
(31) fi
(32) if the length of the port is selected by long flow packet p> k∗ then
(33) do traffic-aware marking for long flows
(34) else if short and long flow coexist in the port selected by p then
(35) do traffic-aware marking for long flows
(36) else
(37) do no operation
(38) fi
(39) fi
(40) send p from port c_i

ALGORITHM 1: Pseudocode of TAM.
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long flows to retreat. (3) DCTCP marks all arriving packets
(whether they belong to short flows or long flows) when the
switch queue length is greater than a predefined threshold.
TAM marks all the long flows’ packets during the coexis-
tence period, which ensures the bottleneck link always
provides a very low queuing delay. (4) DCTCP makes some
modifications to end hosts. TAM is only deployed on the
switch without any modification to end hosts. (5) Compared
to DCTCP, TAM is better at providing low queuing delays
for short flows.

2.5. Traffic Type Awareness. Generally, it is impossible to
know in advance how much data a flow need to transmit
before it completes transmission. (erefore, TAM identifies
the type of data flow by counting the amount of data sent so
far. When the amount of data sent by a flow exceeds 100KB,
the data flow is regarded as a long flow. Otherwise, it is a
short flow. (e problem with this method is that when the
data flow is a long flow, it will be wrongly regarded as a short
flow during transmitting its first 100KB of data, resulting in
the undesired routing operation in this period. However,
because the number of long flows is usually small, this
misjudgment does not often occur. In addition, the survival
time of short flow is very short, so the impact is very small.

2.6. Routing Mechanism of Short Flow. (e routing mech-
anism of short flow under TAM is as follows:

(1) In order to optimize the short-flow performance to
the greatest extent and reduce the queuing delay
during transmission, the path with the lowest
transmission delay is selected.

(2) When the transmission delays of multiple ports are
all the lowest, the one with the least number of long
flows is selected from these ports for transmission.

(3) When more than one port meets the above two
conditions at the same time, let the short flow
randomly select one of these ports for transmission.
(is is to avoid a herd effect; that is, multiple short
flows entering the same port, resulting in the rapid
growth of the queue in a short time.

(4) In order to select the port with the lowest trans-
mission delay, TAMmeasures the transmission delay
of the path corresponding to each port. (e trans-
mission delay is the sum of the port queuing delay
and the path propagation delay.

Note that TAM estimates the path transmission delay
based on the local queuing delay at the leaf switch and the
propagation transmission delay between the leaf switches.
(e former delay can be directly measured in real time
according to the accessible local status, while the latter one is
generally constant and easy to measure when the network is
lightly loaded. On the contrary, under TAM, the queuing
delay at the spine switch is very small and can be ignored
when estimating the path transmission delay since TAM
maintains the queue length at the spine switch at a very low
level.

2.7. Routing Mechanism of Long Flow. To make up for the
performance loss caused by the active marking of long flows
as much as possible, TAM employs flowlet-based rerouting
to make the long flow traffic evenly distributed in all
available paths during transmission. (e details are as
follows:

(1) When a long flow’s flowlet appears, TAM chooses
the port with the least total number of long flows for
rerouting

(2) When there are multiple ports satisfying condition 1,
the port with the lowest queuing delay is selected for
rerouting

(3) When multiple ports meet conditions 1 and 2 at the
same time, TAM allows the long flow to randomly
select one of these ports for transmission to avoid a
herding effect

2.8. Maintenance of Data Flow Status and Port Status.
(e TAM allows the switch to maintain a flow table and a
port table to record the status of data flow and switch port,
respectively.

(e specific information recorded in the flow table (see
Table 2) is as follows:

(1) Forwarding time: we record the time when the latest
packet of each flow arrives at the switch.

(2) Forwarding port number: we record the port number
by using the latest packet in current flow.

(3) Number of forwarded packets: we record the number
of packets that have been sent by the current flow.

(4) Activity sign: when the current flow is a long flow,
this entry records whether it is active in the current
RTT. If it is, this entry is set to 1; otherwise, it is set to
0.

(5) Statistical sign: when the current flow is a long flow,
this entry records whether it has been counted for a
long time. If it has, the entry is set to 1; otherwise, the
entry is set to 0.

(e specific functions of the port information recorded
in the port table (see Table 3) are as follows:

(1) (e time of updating port status in previous period
(2) (e number of active long flows transmitting in

current port
(3) (e total number of long flows currently being

transmitted by the port
(4) Arrival time of the last short flow packet of the port
(5) Whether there is short flow transmission on the

current port

2.9. Effectiveness Analysis. TAM divides the data flows into
short and long flows and makes them adopt a coarse-
grained rerouting strategy to minimize the impact of
packet reordering on the transmission performance. In
addition, TAM adopts different rerouting strategies for
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the different performance requirements of the two het-
erogeneous flows: short flows are allowed to choose the
transmission path with the least delay and the last long
flows when they arrive at the source leaf switch. (is
design can ensure that the short flows avoid the impact of
competing with long flows on their performance, thus
greatly reducing their flow completion time. On the
contrary, TAM also allows the long flows to carry out the
traffic-aware marking to keep the switch queue length at a
very low level, thus further reducing the short flows’ FCT.
In addition, TAM employs the flowlet-level rerouting
granularity to eliminate packet reordering and improves
the path utilization of long flows to ensure that their
performance is not adversely affected by traffic-aware
marking.

3. Deployment

(e control logic of TAM mainly involves traffic-aware
path selection, flow and port status maintenance, while
the existing Commercial Off (e Shelf (COTS) switch is
difficult to meet the requirements since its reconfigur-
ability is poor and its on-chip memory is limited
[9, 10, 32]. Fortunately, the programmable switch, rep-
resented by the Tofino switch, which can implement
complex processing logic, is becoming more common-
place nowadays. Correspondingly, TAM can be deployed
on the programmable switch, which is built on the P4-
programmable Protocol Independent Switch Architecture
(PISA) [33]. Instead of using traditional physical methods
to bake logic units into silicon, the new logic resides in the
P4 program [33], thus reducing the difficulty of adding
TAM logic to the switch by the user or manufacturer.
Moreover, many sketch-based methods can reduce the
cost of network measurement tasks [33, 34]. TAM can
combine these advantages to further reduce its deploy-
ment overhead.

4. Evaluation

In this section, we evaluate the performance of TAM based
on numerous NS2 simulation tests. Firstly, we redo the test
in Section “Motivation” by introducing two other repre-
sentative data center load-balancing mechanisms (DRB and
Presto) to observe whether TAM can improve the perfor-
mance of long and short flows as expected. Next, we evaluate
the performance of TAM in asymmetric scenes. (en, we
conducted large-scale simulation experiments based on a
variety of real data center loads to evaluate the compre-
hensive performance of TAM in real application scenarios.

We briefly introduce the mechanisms evaluated in this
section as follows:

ECMP routes the data flow according to the hash of the
original IP address.
LetFlow pre-sets an interval threshold. When the
switch senses that the interarrival time of two packets
belonging tothe same flow is greater than the threshold,
the subsequent packets of the data flow will be migrated
to another path.
RPS randomly sends all data flows to all parallel paths
in packets.
DRB sends all data flows to all parallel paths in packets
by polling.
Presto divides the data flow into flow cells into 64KB
units and then sends them in the form of polling.

4.1. Impairment Microbenchmarks. (is section mainly
shows the performance improvement of TAM by redoing
the tests in Section 1.2.

Figure 6(a) shows the average completion time of short
flow. As a coarse-grained mechanism, Presto has little dif-
ference from EMP and LetFlow, and its overall performance
is between ECMP and LetFlow. Meanwhile, the performance

Table 1: Implementation of traffic-aware.

Status
Traffic aware marking

Long flow Short flow
Only long flows exist and switch queue length< threshold Dont mark Dont mark
Only short flows exist and switch queue length< threshold Dont mark Dont mark
Short flows and long flows coexist and switch queue length< threshold Mark Dont mark
Only long flows exist and switch queue length≥ threshold Mark Dont mark
Only short flows exist and switch queue length≥ threshold Dont mark Mark
Short flows and long flows coexist and switch queue length≥ threshold Mark Mark

Table 2: (e content of the flow table.

Flow ID Forwarding time Forwarding port number Number of forwarded packets Activity sign Statistical sign

Table 3: (e content of the port table.

Port
ID

(e time of updating
port status in
previous period

(e number of active long
flows transmitting in

current port

(e total number of long
flows currently being
transmitted by the port

Arrival time of the
last short flow

packet into the port

Whether there is short-
flow transmission on the

current port
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of short flow in DRB is not ideal. (e average completion
time of short flows in TAM is significantly lower than those
of the other protocols, and it is not affected by the number of
long flows, which is particularly prominent in Figure 6(b).
(e 99th percentile completion time of TAM is hardly af-
fected by the number of long flows, indicating that TAM
reduces the impact of long flows on the performance of short
flows to a very considerable extent. It can be observed from
Figure 6(c) that the average queue delay of short flows in
TAM is basically at the same level as that of RPS, which
effectively reduces the queuing delay that short flows need to
experience.

Figure 7 shows how the traffic intensity of short flows
affects the performance of long flows. (e results are con-
sistent with the conclusions of the analysis in the motivation
section. As shown in Figure 7(a), increasing the number of
short flows is difficult to affect the performance of long flows.
Although Presto’s flowcell is 64KB, blind rerouting will still
lead to serious packet reordering, thus reducing the goodput
of long flows. (e goodputs of long flows in Presto and DRB
are lower than those of RPS. (e goodput of long flows in
TAM is not only greater than LetFlow but also very stable. It
can be observed from Figure 7(b) that the number
retransmission packets of TAM, ECMP, and LetFlow are all
0 and not affected by the number of short flows again,
showing the superiority of coarse-grained mechanism in
avoiding packet reordering. In Figure 7(c), we can see that
TAM also has higher path utilization than LetFlow and
ECMP. Coupling with effectively avoiding packet reorder-
ing, as shown in Figure 7(b), the average goodput of long
flows in TAM is the best.

4.2. Adaptability in an Asymmetrical Scenario.
Asymmetry is common in production data centers,
which generally operate under rich uncertainties, such as
link failures and heterogeneity in-network equipment.
Adapting to asymmetry gracefully, therefore, is impor-
tant. (is raises the question: is TAM resilient to
asymmetry? In this section, we evaluate the adaptability
of TAM in asymmetric scenes. We followed the same
topology as the symmetric scenario as shown in Figure 1,
but divided all parallel paths into good and bad paths.
(e link delay of the good path is 25μs while the link
delay of the bad path is 4 times that of the good path
(100μs). By observing Figures 8(a) and 8(b), we can find
that, under TAM, the AFCTs and 99th percentile FCTs of
short flows are lower than the other mechanisms. (e
reason is that TAM can perceive the path state, while the
other mechanisms do not distinguish between good and
bad paths. Figure 8(c) presents the stably low queuing
delay experienced by short flows under TAM, which
again guarantees their performance requirements in
asymmetric scenarios.

(e results in Figure 9 show that the performance of long
flows is still not easily affected by increasing the number of
short flows. Compared with the results in Section 1.2, we can
find that the polling transmission method is better than
random fashion. Presto’s average goodput of long flows not

only exceeds ECMP but also is even almost equal to LetFlow.
And the long-term performance of DRB also exceeds that of
RPS. As a whole, TAM still greatly outperforms the other
representative data center load balancing mechanisms.

4.3. Large-Scale Simulation

4.3.1. Performance in Real Data Center Workload. In this
section, we will build a large-scale leaf-spine network that in-
cludes 10 leaf switches and 10 spine switches. Each link has a
40Gbps [35, 36] bandwidth and a 1μs delay.(e switch buffer is
set to 375KB. (erefore, the round-trip propagation delay
between each pair of hosts is 8μs.(ere are 200 hosts in total; we
randomly choose half of them as senders to send DCTCP flows
to the rest of the hosts. For a comprehensive performance
comparison, we set up 5 real data center workloads, such as
Cache Follower [37], Web server [38, 39], Web Search [40–42],
data mining [43–45], and Hadoop [46, 47]. (eir respective
distributions of flow data sizes are shown in Table 4. In each test,
we randomly send a total of 10,000 data flows by setting their
starting time according to Poisson process.

(e results of short flow performance can be observed in
Figures 10(a) and 10(b). AFCTs and Tail FCTs under Cache
Follower are significantly higher than other types of workloads
[48, 49]. From Table 4, we can see that the proportion of long
flows in the Cache Follower is the highest, so when the number
of data flows is the same, its load of the heaviest in the five real
workloads. For this reason, the queuing delay experienced by
short flows may be greater. However, both RPS and DRB are
fine-grained mechanisms, and the impact of workload on queue
length is not obvious. (erefore, the short-term performance of
these two mechanisms is much higher than those of ECMP,
LetFlow, and Presto. (e reason for Web Server and Hadoop is
that there is no extreme long flow (>1MB) or the proportion of
extreme long flow is very low, which leads to the low queue
length on the bottleneck link, so that the result difference of each
load balancing mechanism is not obvious.

Figures 11(a) and 11(b) present the large-scale test re-
sults of long flow performance. (e differences under five
different workloads are also concentrated on Cache Follower
andWeb Server workloads. (ere is no extreme long flow in
theWeb Server workload, so the performance of its long flow
is the best due to the relatively lowest load. (e Cache
Follower has the heaviest load and the proportion of long
flows to be transmitted is too high. (erefore, the perfor-
mance is affected by the long flow itself.

In general, compared with coarse-grained schemes
(ECMP, LetFlow, and Presto), RPS and DRB can better
ensure the performance requirements of short flow because
fine-grained schemes make the load of parallel paths more
balanced, the path utilization higher, and the queuing delay
of switches lower. On the contrary, the coarse-grained
scheme ensures the performance requirements of long flow
because it rarely causes packet reordering.

In workloads with a low proportion of long flows, such as
Web Server and Hadoop, the performances of short flows
are similar to those of the other load balancing schemes due
to light load, but the traffic-aware marking strategy not only
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ensures that short flows experience low queuing delays but
also achieves a good balance in avoiding packet reordering
and improving path utilization with the help of TAM’s
routing strategy. (erefore, the performance of TAM is
better than these representative load-balancing schemes.

4.4. Performance in Mixed Data Center Workloads. In order
to further evaluate the performance of TAM, we mixed
10000 of the five real loads of Table 1, a total of 50000
DCTCP data flows, using the same topology as in the
previous section. All flows start by following a Poisson
process, and we divide the load intensity from 0.2 to 0.8 in
steps of 0.2 according to the method described in [47].

Figures 12(a) and 12(b) present the performance of short
flows. We find when the load intensity is low, the perfor-
mance of short flows under TAM is near those under fine-
grained schemes (RPS and DRB). With the load intensity
going heavy, except for TAM, the performance of short flows
under 5 representative load balancing schemes prominently
worsens. In contrast, TAM always keeps the AFCTs and tail

FCTs of short flow at a low level, which does not change
evidently with the load intensity. In Figures 12(c) and 12(d),
the performance of long flows under TAM is comprehen-
sively superior to the other schemes, although it has also
decreased significantly with the increase of load intensity.
(erefore, combining the performance of long and short
flows of TAM and according to the results in Figure 12(e),
we can find that the overall performance of all data flows in
TAM is better than the other schemes. Although the decline
of data flows’ performance slows down in each scheme with
the increase of load intensity, the overall performance of
TAM is improved by more than 20% compared with other
schemes.

5. Related Work

In recent years, researchers have proposed many transport
protocols to improve transmission performance. However,
due to the inability to make full use of the bandwidth re-
sources of the data center, the network performance cannot
meet the expectations. (erefore, various load-balancing
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Figure 7: Comparison of short flow numbers affecting long flow between TAM and 5 typical load balancing mechanisms in a symmetrical
scenario. (a) (e number of short flows affects the average goodput of long flows. (b) (e number of short flows affects the number of
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mechanisms based on data center networks are proposed to
optimize multipath parallel data transmission and realize
low completion time and high throughput of data flow by
providing greater bisection bandwidth.

Flow-level load-balancing schemes: ECMP [17] is the de-
facto flow-level load-balancing scheme. By hashing the five
tuples in the packet header, the packet is mapped to one of
multiple equivalent parallel links. However, ECMP has the
well-known problem of congestion caused by hash collisions
and cannot deal with congestion. (erefore, the path uti-
lization is not enough, resulting in the performance of short
flows cannot be met. To avoid hash collision problems, many
other flow-lever load-balancing schemes are proposed.
Hedera [50] uses a central controller to adaptively schedule
flows across multistage switching fabrics to efficiently utilize

available link capacity. MicroTE [51] leverages the short-
term and partial predictability of the traffic matrix to dy-
namically schedule flows in the OpenFlow fabric to avoid
hotspots. FlowBender [52] detects congestion at the end
hosts and then reroutes the specific flows to react to con-
gestion and link failures.

Packet-level load-balancing schemes: RPS [18] and
DRB [19] are two representative packet-level load bal-
ancing mechanisms. RPS randomly routes each packet
arriving at the switch, while DRB sends all packets by
polling. CAPS [53] is a coding-based adaptive packet
spraying scheme, that efficiently addresses the packet
reordering problem by using forward error correction
technology. TLB [54] is a traffic-aware adaptive granu-
larity load-balancing scheme, which dynamically adjusts
the switching granularity of long flows to meet the
deadline of short flows. To adapt to the various path
diversities, AG [55] adjusts rerouting granularity based on
the asymmetric degree of multiple parallel paths. Hermes
[56] uses comprehensive sensing to detect path conditions
and uncertainties and then timely and cautiously makes
load balancing decisions only when it will be beneficial.

Flowlet-level load-balancing schemes: LetFlow [20] is a
very typical flowlet-level load-balancing mechanism. Its
basic idea is to set a preset threshold to reflect the congestion
degree of the transmission path. When the transmission
interval between two consecutive packets in the same data
flow exceeds this threshold, it is considered that the current
transmission path has begun to be congested and the
remaining traffic needs to be rerouted to other paths. Let-
Flow routing and rerouting are determined by random
selection, so this mechanism does not completely solve the
problem of insufficient path utilization because it does not
perceive the path status. CONGA [15] also performs
rerouting at the flowlet level by using in-network link load
information to avoid packet reordering and improve link
utilization. Flowtune [57] uses a centralized controller to
assign the optimal transmission rate for each flowlet. Clove
[58] uses a weighted round-robin manner to forward each
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flowlet to the end hosts. Expeditus [59] detects local con-
gestion and designs a two-stage path selection scheme to
select optimal forwarding paths. HULA [60] forwards

flowlets to the best path based on the hop-by-hop congestion
state at the data plane of the programmable switch.

Flowcell-level load-balancing schemes: Presto [21], as a
per-flowcell load-balancing scheme, adopts the same polling
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Figure 11: Long flows’ performance in a large-scale scenario. (a) AFCTs of long flows in 5 workloads. (b) Tail FCTs of long flows in 5
workloads.
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Figure 10: Short flows’ performance in a large-scale scenario. (a) AFCTs of short flows in 5 workloads. (b) Tail FCTs of short flows in 5
workloads.

Table 4: Respective distribution of flow data sizes.

Flow type Data mining (%) Web search (%) Cache follower (%) Web server (%) Hadoop
0–10KB 78 59 50 68 94
10–100KB 5 3 3 18 1
100KB-1MB 8 18 18 14 2
>1MB 9 20 29 – 3
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sending method as DRB. (e difference is that Presto sends
data flows with 64KB as a flowcell. Due to the blindness of
this traffic segmentation and rerouting method, Presto’s
performance is very unstable.

Different from the above load-balancing mechanisms,
our proposed TAM improves the short flow performance

by actively controlling the queue length by judging
whether the long and short flows coexist on the same path
and whether the queue length exceeds the pre-set value. At
the same time, we monitor the status of each path and
select the path with lower traffic for the data flow that
meets the traffic conditions of LetFlow segmentation to
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Figure 12:(e performance of data flows in a mixed scenario. (a) AFCTs of short flows. (b) Tail FCTs of short flows. (c) AFCTs of long flows.
(d) Tail FCTs of long flows. (e) Overall performance of data flows.
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improve the throughput of long flow and avoid packet
reordering at the same time.

6. Conclusion

(is work designs a new load-balancing scheme, TAM, to
meet the performance requirements of both long and short
flows at the same time. TAMmarks the long flow in the path
where the long and short flow coexist and the queue length
exceeds the threshold. Meanwhile, the status of each parallel
path is monitored to select a better transmission path for
flows or flowlets. (rough a series of large-scale NS2 sim-
ulation tests, the results show that TAM can improve the
long and short flow’s performance by 20%–60% compared
with the state-of-the-art data center load balancing schemes.
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