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IoTsecurity detection plays an important role in securing the IoTecosystem.Te current detection systems sufer from poor fault
tolerance and inefcient detection results. To address the IoTsecurity vulnerability, the paper designs a multifeature fusion-based
IoTsecurity detection model to simulate an attacker sending test commands to IoTnodes. Firstly, the data collection algorithm is
introduced, and the collected dataset is analyzed by three neural network models, namely, RNN, LSTM, and GRU, respectively.
Te best scoring model is selected as the classifer to identify vulnerabilities and achieve IoT security detection.

1. Introduction

Te Internet ofTings (IoT) is a vast network that allows the
exchange of information with anyone or anything at any
time, place, or network. With the development of in-
formation technology and economic growth, the IoT in-
dustry is growing rapidly and more and more companies are
using IoT and OT devices to improve productivity and in-
crease the visibility of their operations. As a result, net-
worked devices deployed on enterprise networks have access
to sensitive data and critical systems.

Te Internet of Tings (IoT) is mainly used to replace
manual work that is more complex, hazardous, or me-
chanical, and detection devices are mostly left unattended
and monitored. Tis is compounded by the fact that sensing
devices are multifunctional and simple, and diferent
standards and protocols are used for diferent applications,
making it impossible to use unifed security techniques to
protect against external attacks. Tis leaves these devices
with numerous security issues that make them vulnerable to
manipulation and sabotage by attackers, exposing them to
data breaches, botnets, and other security threats and put-
ting other parts of the organization at risk. For example,
cyber threat actors often target unprotected printers, smart
lighting, IP cameras, and other networked devices to gain
access to an organization’s network. From these devices, they

can move laterally through the network to access more
critical devices and sensitive data and create ransomware or
double-ransom cyberattacks that can render corporate
networks useless. IoT security is therefore essential to the
company’s growth.

Te diversity and heterogeneity of the IoT make IoT
system security diferent from traditional system security.

(1) Security risk of the architecture: Te IoT cloud
platform is essentially a PaaS, which will open some
new ports and APIs and other services, and IaaS
cloud security does not understand the use of these
newly opened ports and services, so it is difcult to
cover the security policy.

(2) Protocol security risks: IoT communication pro-
tocols such as ZigBee, Bluetooth, and NB-IOT are
not used in traditional system security and therefore
cannot be covered by the corresponding security
policy.

(3) Security risks at the border: Unlike the traditional
Internet, IoT is not a client/server model; it has no
clear border, and traditional protective devices such
as frewalls cannot be applied, while hackers can
launch attacks directly on devices. Te above three
aspects show that traditional security policies are not
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efective in maintaining IoT security. To address IoT
security vulnerabilities, this paper designs a multi-
feature fusion-based IoT security detection model.

In terms of technical layers, IoTcan be divided into three
layers: the sensing layer, the network layer, and the appli-
cation layer, each of which faces several security threats.

(1) Sensing layer: IoT senses a variety of objects, has
a large demand for monitoring data, has complex
and changing application scenarios, and is suscep-
tible to natural damage or human destruction,
resulting in nodes not working properly.

(2) Network layer: In the transmission of information, it
is easy to have cross-network transmission and also
easy to have security risks. Te network layer is more
vulnerable to security issues such as DDoS attacks,
malicious data, and privacy breaches due to the large
amounts of data and information.

(3) Application layer: Te security threat facing the IoT
application layer is mainly the false terminal trigger
threat, where an attacker can send a false trigger
message to the terminal via SMS to trigger terminal
misoperation.

In terms of the types of protection, IoT security pro-
tection falls into three main categories. Network security:
IoTnetwork security implements a zero-trust security policy
to minimize the attack surface of the enterprise. Embedded:
Tis provides on-device security for IoT devices using an
embedded system agent. Runtime protection monitors the
device’s current state and takes action to identify and re-
mediate zero-day attacks based on anomalies. Firmware
assessment: Firmware security starts with assessing the
frmware of protected IoTdevices.Tis can identify potential
vulnerabilities in the frmware of IoT devices. Te model
provided in this paper focuses on the use of embedded
protection. Te model is mainly applied to the perception
layer in the enterprise IoT through the detection IDS
deployed in the enterprise, collecting data and passing it into
model training to realize the network security awareness and
evaluation of the IoT. IoT security is a product of the
convergence of cyber security with other engineering dis-
ciplines and includes, in addition to traditional network
data, server, network infrastructure, and information se-
curity, direct or distributed monitoring and control of the
state of networked physical systems. Teir security tech-
niques can be broadly summarized as follows. (1) Cryp-
tography can efectively guarantee the confdentiality and
integrity of data. Although the Internet of Tings is diferent
from traditional networks, it is still dependent on the In-
ternet, so traditional password protection techniques are still
applicable. Cryptography-based security reinforcement of
authentication and encryption mechanisms can achieve data
transmission availability, confdentiality, integrity, non-
repudiation, and data freshness. (2) Authentication and
access control technology: Te use of authentication and
access control technology can efectively suppress the se-
curity problems of terminal equipment being controlled and

information being tampered with. Te real identity of the
user is confrmed through a preset authentication method,
and access to the sensing node is legally detected and au-
thenticated to achieve the role of protecting the security of
the node. For IoT access control technology, it is difcult to
implement the fexible access control policy of traditional
role-based networks, and the security of IoT transmission
and storage information can be improved by setting the
access control policy prohibiting access to unauthorized
resources. (3) Network security access technology IoT
routing typically requires routing across multiple networks
with IP-based routing protocols and identity-based routing
algorithms. Te routing problem of multiple network
convergence ultimately maps endpoint identities to IP ad-
dresses to achieve unifed IP-based routing.Te use of sound
routing control technology can reduce the security threat
posed to IoT devices by illegal device intrusion systems and
create a barrier for illegal intrusion users. In the IoT per-
ception layer, intruders cannot continue to obtain data from
routing nodes. For routing security control, lightweight
cryptographic algorithms, cryptographic protocols, and
secure encryption are commonly used today. (4) Use of
hardware protection measures. Using secure hardware
protection mechanisms to resist reverse analysis and un-
authorized access is one of the most efective security
controls for the IoT. For example, using ARM Trust Zone
technology, secure drivers are developed to run on top of
a streamlined microkernel in a trusted environment, en-
abling interaction between trusted and untrusted environ-
ments through commands provided by an API. IoT security
detection plays an important role in securing the IoT eco-
system, and current detection systems sufer from poor fault
tolerance and inefcient detection results. Tis paper adopts
a longitudinal structure, following the structure of in-
troduction, body, and conclusion, to present the current IoT
security vulnerability problem, analyze where the problem
lies, and then propose a multifeature fusion-based IoT se-
curity detection model to simulate an attacker sending test
commands to IoT nodes. Te model data collection algo-
rithm is introduced in this paper. Te collected data set is
passed into three neural network models, namely, RNN,
LSTM, and GRU, for analysis through feature processing,
and the best scoring model is selected as the classifer to fnd
the attack vulnerability features and achieve the purpose of
IoTsecurity detection.Temodel proposed in this paper can
better solve the current problem that neural networks cannot
detect the security status of the IoT in real time and accu-
rately detect the security status of the entire IoT.

2. Related Works

Internet security plays an important role in national security
and related security issues. Terefore, the detection of
problems that threaten the security of the Internet through
scientifc and efective means is an important factor in
maintaining national security. According to diferent ways
to suit computing resources, malicious mining can be di-
vided into malicious mining for browsers and malicious
mining for hosts. Reference [1] addresses the lack of
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a dedicated detection and forensic integration tool for
malicious web pages and proposes a method for detecting
malicious mining web pages and forensic research based on
multifeature recognition. Te detection model can detect
and classify the URL and the forensic method of forensics
from three layers: plane layer, code layer, and network data
layer, to ensure the trustworthiness of the data. Identity
authentication is an important means of securing user in-
formation on the Internet and has received widespread
attention as a digital cryptocurrency-Bitcoin. Te authors
propose a decentralized identity authentication system based
on the Ethernet blockchain as a platform, using smart
contracts to realize a decentralized identity authentication
system that allows the management of multiple types of user
identity information [2]. Bitcoin mining can be divided into
four steps: generating the initial transaction, forming the
block header from the root hash and other felds, calculating
the workload, and authenticating the workload. Reference
[3] combines the advantages of traditional heuristic address
clustering methods and machine learning-based address
classifcation methods to propose a new Bitcoin address
classifcation model based on machine learning. Te authors
in [4, 5] propose a study on malicious code detection and
analysis techniques based on feature modeling, including
a study on malicious code detection and analysis techniques
based on feature modeling and a web shell detection and
analysis model based on the distance synthesis evaluation
method. In [6, 7], the authors propose a traceable blockchain
anonymous transaction model and a blockchain identity
privacy protection scheme based on ring signatures under
this model. According to the diferent mining languages [8],
the author proposes a variety of machine learning-based
JavaScript malicious code detection methods by analyzing
the characteristics of the JavaScript language, which im-
proves the detection accuracy of the JavaScript malicious
code, and also extracts and categorizes the features of ob-
fuscated malicious JavaScript code, from attribute-based
features, redirect-based features, suspicious keyword-based
features, and obfuscated features [9]. Te features are
extracted from four main categories, and the dataset is
evaluated by anomaly detection patterns using various su-
pervised machine learning algorithms. Te authors fuse web
mining features and train them using four machine algo-
rithm models—logistic regression, support vector machine,
decision tree, and random forest—while extracting Web-
socket, Web Worker, Postmessage and message events,
Messageloop events, CPU usage, keyword matching, com-
putational functions, and dynamic functions to train the
model, and the frst three features were found to be the
highest identifers for identifying malicious mining sites
[10]. In general, there are two forms of illegal mining,
browser-based mining and binary-based malicious mining
code, with the latter being stealthier and harder to detect. Of
all the dynamic features used to detect malicious mining,
CPU events are the most commonly used features. In [11],
the authors propose a hardware-assisted analysis-based
approach to malicious mining detection based on internal
CPU information recorded by a counter during program
execution, as a feature refecting program behavior. In

addition, an analyzer is proposed in [12] for hash functions
and a stack structure-based analyzer to monitor the fre-
quency of occurrence of hash algorithms commonly used for
malicious mining. Accordingly, MineTrottle is proposed in
[13] to design a detection tool based on dynamic code
stacking. With a dynamically inserted performance counter,
MineTrottle can accurately analyze the CPU usage of
diferent code blocks at runtime to detect malicious mining.
Te authors [14] propose a virtual machine introspection
(VMIA) based tool to detect malicious mining in the same
operating system, where mining software can easily bypass
the detection system and where there is currently insufcient
protection against the widespread binary mining software
(VMI) approach for malware detection and defense. In
terms of neural networks, the authors [15] use a combination
of a stacked autoencoder (SAE) and convolutional neural
network (CNN) approach to classify network data for trafc
feature classifcation and application type identifcation. An
approach to network intrusion detection using recurrent
neural networks and attention mechanisms has also been
proposed in [16], which uses LSTM networks for feature
extraction over long-time sequences and introduces atten-
tion mechanisms to improve the detection efectiveness of
network intrusions. In terms of detection engine products
for practical protection, the author examines more than 50
detection engines on the market and concludes that the
implementation of static feature-based detection engineer-
ing leaves much to be desired [17]. A CNN detection model
is obtained in [18] based on the opcode obtained by com-
piling PHP fles, using a glossary model to extract word
order features, and training to obtain a method that out-
performs traditional machine learning algorithms in accu-
racy, recall, and F1 values. In virtual currency mining, the
eclipse attack [19] and routing attack [20] are the main
attacks against Bitcoin P2P networks. An eclipse attack is
a network attack on a specifc node or cluster of nodes,
causing the network to “partition” for purposes such as
“double-spending.” Routing attacks are attacks where an
attacker controls the routing infrastructure to attack the
network based on a vulnerability, intending to partition the
Bitcoin network (partitioning attacks) or delay the propa-
gation of new blocks to specifc Bitcoin nodes (delay attacks).
Tese network attacks can lead to a waste of mining
arithmetic resources and increase the likelihood of duplicate
payments. In terms of feature analysis, the feature fltering is
used in [21, 22] to reduce the dimensionality of features
based on both forward-increasing features and reverse-
decreasing features, improving the efciency of the model
and the accuracy of the prediction. In [23], a dimensionality
reduction method based on feature similarity in training
data is proposed, which can reduce computational com-
plexity and improve prediction accuracy in coarse-grained
software defect prediction. In terms of DNS detection, the
author [24] uses the characteristics of DNS accesses in lateral
movement and data return phases to extract hidden features
in DNS trafc through a machine learning model using
a semi-supervised approach, which in turn analyses the
behavior of suspected APTattacks. Te researchers also used
DNS trafc decision tree modeling in conjunction with
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disclosed threat intelligence and used the results to feed into
a local threat intelligence repository as a way to subsequently
reduce false alarm rates [25]. A comparison of this model
detection method with other model detection methods is
shown in Table 1.

IoT nodes are vulnerable to persistent attacks and can
form botnets between diferent IoT nodes, making it
difcult to derive IoT security status just by analyzing
individual nodes or features. Machine learning detection
techniques currently available on the market can only
distinguish whether each node is secure or not, but this
approach cannot capture the entire IoT security state. For
this reason, we chose recurrent neural networks as the
research direction, deploying ids to continuously detect
the entire IoT and feature the collected data to classify the
IoT security status dataset using three classifers, namely,
long short term memory network (LSTM), recurrent
neural network (RNN), and gate gap unit network (GRU),
which were trained to obtain three classifers. Good
classifers and classifcation results were evaluated using
the AUC. Te existing method is unable to dynamically
detect the security status of the IoTand uses multinetwork
training to improve detection accuracy and achieve real-
time dynamic and accurate detection of network
information.

3. IoT Security Detection Model

3.1. Principle of the Attack. Malicious attackers generally use
vulnerabilities in network security to analyze and exploit
these vulnerabilities to attack. Te vulnerabilities that are
attacked are divided into seven main types, namely: NE
(network information encryption), network authentication
mechanism, network access control, key security level,
network node authenticity, network node nonrepudiation,
and network identifcation of foreign routing mechanisms.

Attackers typically use attack command frames to exploit
vulnerabilities in IoT devices, and if IoT has not deployed
vulnerability detection defenses, the attacker can exploit the
vulnerability directly (Figure 1).

An IoTdeployed with a vulnerability detection node can
detect anomalies and scan for vulnerabilities when an at-
tacker conducts an IoT vulnerability attack, submitting
vulnerability information for administrators to fx
(Figure 2).

IoTs that have deployed IoT vulnerability detection
mechanisms can continuously fx existing vulnerabilities to
defend against the same or similar vulnerability attacks,
while IoTs that do not deploy detection mechanisms are
often vulnerable to similar attacks and incur some un-
necessary losses.

3.2. Analysis of IoT Attack Protocols. Te attack command is
usually delivered in the form of a data frame, which is
formatted as shown in the diagram and consists of two main
parts: the frame header and the command frame.Te header
holds the basic information of the frame, including the
control feld (which holds the basic information of the

frame), sequence number, destination address, and short
source address. Te command frame is responsible for
storing command identifers and data requests, where
command identifers are strings used to identify a specifed
object to perform a certain action, and data requests are used
to pass data or call a function. Table 2 shows the structure of
the attack frame.

3.3. Feature Engineering. Te dataset used in this paper
returns test data by simulating an attacker sending test
commands to IoT nodes, determining whether the network
is encrypted, whether there is an authentication mechanism,
whether the key is leaked, and whether the network can
identify real nodes, detecting nonrepudiation of network
node communication, and detecting whether the network
can identify foreign nodes after returning test data, based on
whether there is a vulnerability, with 1 indicating yes and
0 indicating no, and labeled features to establish a feature
dataset with 510,000 training data and 510,000 test data. Te
program processes these data by reading the dataset and
decoding it. Te fowchart of data collection is shown in
Figure 3.

3.4. Data Acquisition Algorithms. Te simulated attack de-
vice uses 14 microcontrollers as virtual attack devices and 2
microcontrollers as virtual IoT nodes to simulate the attack
through IoT nodes. Te attack is carried out by sending test
commands, and the test results are sent back to the device.
Terefore, a custom communication protocol is required to
enable communication between the microcontrollers and
the device.

Receiving data are achieved by setting the micro-
controller’s serial port. Due to the limitation of receiving
data on the microcontroller (only 1 byte of data can be
received at a time), it is necessary to set a receive interrupt
and set the end character in the data frame. When sending
command frames, similar to receiving, only 1 byte of data
can be sent at a time, so when sending data, write the data to
the queue and always poll the queue to ensure that the data
are sent in full. When the device receives data from the
microcontroller, it determines whether there is a vulnera-
bility based on the data in the data frame and characterizes it.

Te custom data structure is given in Appendix.

3.5. Detection Methods for Multifeature Fusion. First, the
original dataset is self-guided several times at a certain
sampling rate to generate subsets containing diferent
samples and data distributions. We then train the base se-
lector on each sampled subset. Due to the inherent diversity
of the diferent subsets, diferent base selectors are trained
with diferent results, and the feature importance of each
base selector will be diferent. In other words, the ranking of
feature importance will be diferent for each base selector.
Ten, we accumulate the feature importance obtained from
each base selector to obtain the fnal feature importance.
Finally, we use a forward search method to select the best
combination of features.
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In the forward search process, the features are frst sorted
in descending order of importance to ensure that the most
important features appear in the frst position. Te sorting
process is necessary because the important fnal features are
unordered, which prevents the following operation. Te
importance of features is then accumulated from the frst

(most important) to the last (least important). When the
accumulated value is greater than a predetermined
threshold, the forward search process stops. At this point,
the features are combined into the optimal subset.

Te classifcation results were then processed to obtain
multiple features based on fully exploiting the security vul-
nerabilities in IoToperations. To compensate for the inability
of existing methods to detect IoT security status, detection
accuracy was improved usingmultinetwork such as long short
term memory (LSTM) network, recurrent neural network
(RNN), and gate empty unit (GRU), respectively. Multinet-
work training is used, and the network results with the highest
accuracy are used as the classifcation network. Based on the
results, vulnerabilities are proactively discovered, and the
current state of IoT security is assessed and analyzed.

4. Neural Network Detection Models

4.1. Principle ofNeurons. Te core component of an artifcial
neural network is the artifcial neuron. Each neuron receives
inputs from several other neurons, multiplies them by the
assigned weights, sums them up, and passes the sum to one
or more neurons.

IoT equipment

Attack command frame

hacker

send

Figure 1: Te process of an attacker’s vulnerability attack on Internet of Tings devices without a detection mechanism.

IoT vulnerability
detection node

Detection
Command

Attack command frame

IoT equipment

Internet of things
Security status

Detection
Command

send

send
turn back

Figure 2: Process for attackers to exploit the Internet of Tings deployed with vulnerability detection.

Table 2: Attack frame structure.

Frame header

Control
domain

Frame type
Security controls

Frame unprocessed marker
Request a confrmation mark

Internal pan marking
Reserved bits

Destination address mode
Protocol version

Source address mode
Serial number
Purpose pan id

Destination short address
Source short address

Command frame Command identifers
Data requests
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Scientists have proposed an artifcial neural model (M-P
model) based on the study of neurons in the brain. Te
artifcial neural model is shown in Figure 4.

TeM-Pmodel treats neurons as n inputs corresponding
to the production of 1 output, and the expression for the
function of this model is as follows:

y � f 
n

i�1
WiXi − b⎛⎝ ⎞⎠. (1)

A BP network is a hierarchical neural network with 3 or
more layers in Figure 5. Each neuron in the upper and lower
layers is fully connected, i.e. At its core, it uses the forward
conduction formula to calculate the output value of the nth
layer, performs error analysis based on residuals between the
output value and the actual value, and then modifes weights
and thresholds to obtain a model in which the output is
consistent with the expected result.

To capture the error loss, the neural network uses for-
ward propagation. In a forward neural network, only the
neurons between two adjacent layers are connected; there is
no feedback between the other neurons. Each neuron in
Figure 6 can receive multiple inputs from the previous layer
and output only one to the neuron in the next layer.

h � f 
n

i�1
xj · wi + biais⎛⎝ ⎞⎠. (2)

4.2. IoT Vulnerability DetectionModel. Te model is trained
using three neural models, RNN, LSTM, and GRU, and the
dataset is self-guided several times at a certain sampling rate
to generate diferent subsets. Base selectors (i.e., LightGBMs)
are trained on each sampled subset due to the inherent

diversity of diferent subsets, diferent base selectors are
trained with diferent results, and the feature importance of
each base selector will be diferent. A forward search method
is used to select the optimal combination of features. Finally,
the subsets are trained using these three neural network
models to obtain diferent results, and the classifer with the

Determine 
whether there is a 

vulnerability

Simulate attack devices

Test command

IoT node

Data set

Vulnerability 
Represented by 1

Normal
Represented by 0

Summary 
characteristics

Figure 3: Data collection process.

b

x3

x1

x2 ∑ Z AA

w1

w3

w2

Figure 4: Artifcial neuron model.

x1 y1

x2 y2

Input layer Hidden layer Output layer

Figure 5: Neural network model diagram.
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best results is selected and used by comparing the results
through AUC evaluation. Te fowchart to flter the best
classifer process is shown in Figure 7.

4.3. Recurrent Neural Network (RNN). RNNs are recurrent
neural networks that process sequential data so that the
current output of a sequence is also related to the previous
output, as shown by the network remembering the previous
information and applying it to the current output. In theory,
RNNs can process data of any length. An important feature
is the sharing of parameters at each step.

In the clockwise RNN of Figure 8, Xt is the input at
moment t, a vector of [x0, x1, x2, . . ., xn]; U is the weight
matrix from the input layer to the hidden layer; St is the value
of the hidden layer at moment t; W is the weight matrix
when the value of the hidden layer at the previous moment is
passed to the hidden layer at the next moment; and V is the
weight matrix from the hidden layer to the output layer. It is
the output of the RNN network at themoment t.Te value of
the hidden layer can be calculated according to the formula.
After calculating the hidden layer value at the time t, the
output layer value is then calculated.

St � f(U · Xt + W · St − 1 + b) hidden layer formulae,

Ot � g(V · St) output layer formulae.
(3)

4.4. LSTM Neural Network. Te LSTM is designed to be
a memory cell with selective memory, which can selectively
remember important information and flter noisy in-
formation to reduce memory burden whereas repetitive
modules in RNNs have a chained form with a very simple
structure and repetitive modules in LSTMs have diferent
structural interactions (Figure 9).

In Figure 10, the LSTM has three types of gate structure:
forget/forget gates, input gates, and output gates, to protect
and control the cell state. 0 means “no amount allowed to
pass” and 1 means “any amount allowed to pass.”

Te function of the forget gate is to decide what in-
formation to discard from the cell state. It reads the previous
output ht−1 and the current input xt, does a Sigmoid
nonlinear mapping, then outputs a vector ft, and fnally
multiplies it with the cell state Ct−1.

ft � σ wf · ht−1, xt  + bf . (4)

In Figure 11, the input gate identifes the new in-
formation that is stored in the cell state. In the formula, it can
be seen as input information saved to the cell state and gt can
be seen as new information added to the cell state.

it � σ wf · ht−1, xt  + bi ,

ct � tan h wc · ht−1, xt  + bc( .
(5)

Te output gate is based on the cell state, and thus the
output value is determined in Figure 12.Te sigmoid layer is
frst run to determine the portion of the output that is based
on the cell state and then processed by tanh and multiplied
by the output value to obtain the value that determines the
output.

Ot � σ, W0 ht−1, Xt  + b0,

ht � OΣ · tan h ct( .
(6)

4.5. GRUNeural Networks. GRU is a simplifed and efcient
variant of LSTM with fewer parameters and faster speed,
which can solve the long dependency problem and reduce
the risk of overftting in RNN networks (Figure 13).

zt and rt in the equation represent the update gate and
the reset gate, respectively.Te update gate is used to control
how much information from the previous state is brought
into the current state. Te larger the value of the update gate
is, the more information from the previous state is brought
in. Te reset gate controls how much information from the
previous state is written to the current candidate set ht, ht.
Te smaller the reset gate is, the less information from the
previous state is written. Te description of the GRU for-
mula is given as follows:

zt � σ wz · ht−1, xt ( ,

rt � σ Wr · ht−1, Xt ( ,

ht � tan h W · rt · ht−1, xt ( ,

ht � 1 − zt(  · ht−1 + zt · ht.

(7)

4.6. Description of the Parametric Algorithm

4.6.1. Loss Function. Te MSE has a smooth, continuous
function curve that is derivable everywhere, facilitating the
use of gradient descent algorithms, which are commonly
used for loss functions. Moreover, as the error decreases, so
does the gradient, which facilitates convergence to a mini-
mum relatively quickly, even when using a fxed learning
rate.

MSE �


n
i�1(f(x) − y)

2

n
. (8)

4.6.2. Activation Functions. Softmax often acts as an acti-
vation function in the output layer of a multiclassifcation
neural network, mapping the output layer value to the 0-1
interval through the activation function and constructing

x1

x2

Φ∑

w1 biais

w2

h

Figure 6: Generalisation of neurons.
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the neural output as a probability distribution, which is used
in multiclassifcation problems. Te larger the value of
Softmax activation function mapping, the greater the
probability of the true category, and the formula for cal-
culating Softmax function is given as follows:

aj �
e

zj

ke
zk

. (9)

4.6.3. Adaptive Learning Rate Optimization Algorithm.
Te RMSprop algorithm, known as root mean square prop,
uses a diferential square weighted average for the gradients
of weights W and bias b to further optimize the problem of
excessive oscillations in the loss function in updates and to
further accelerate the convergence of the function.

Sdw � βSdw +(1 − β)dW2
,

Sdb � βSdb +(1 − β)db2,

W ≔ w − α
dw
���
sdw

√ ,

b ≔ b − α
db
���
sdb

√ .

(10)

In the abovementioned formula, Sdw and Sdb are the
gradient momentum accumulated by the loss function in the
previous t− 1 iteration and β is an index of gradient ac-
cumulation. Te diference is that the RMSProp algorithm
calculates the diferential square weighted average for the
gradient. Tis method is benefcial to eliminate directions
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LSTM
(Long

Short-Term 
Memory)

GRU
(Gate 

Recurrent
Unit)

Select the classifier
With the best AUC
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Training model

Self-guided

Figure 7: Filter the best classifer process.
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Figure 8: RNN structure diagram unfolding by timeline.
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Figure 9: LSTM structure.
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with a large swing amplitude and is used to correct the swing
amplitude so that the swing amplitude of each dimension is
small. On the other hand, it also makes the network function
to converge faster. To prevent the denominator from being
zero, a small epsilon value is used for smoothing, which is
generally taken as the power of 10 to 8. RMSprop is very
similar to Momentum in that it eliminates oscillations in
gradient descent, including mini-batch gradient descent,
and allows you to use a larger learning rate, thus speeding up
the learning of algorithms.

4.7. Evaluation Index. Tis section describes some of the
evaluation metrics used in this experiment to determine the
quality of feature vectors and classifers. It can be argued that
if multiple sets of feature vectors are fed into multiple
identical classifers, the better the classifer is, the better the
feature representation of the feature vectors is. Tus, we can
obtain an evaluation of the feature vectors by evaluating the
index of classifcation efectiveness. First, we need to know
the following basic concepts:

True positive (TP): Te presence of a vulnerability in
the IoT is correctly detected, i.e., the test result is correct
and the result is positive.

False positive (FP): It is the false detection of an IoT
vulnerability, i.e., incorrect detection and a positive
result.
True negative (TN): It is correct detection of a normal
IoT status, i.e., the detection is correct and the result is
negative.

x +

x x

σ σ σtanh

ht

Xt

ht-1

ft

tanh

Figure 10: Forget the door process.

x +

x x

σ σ σtanh

ht

Xt

ht-1

ft

tanh

Figure 11: Input gate process.

x +

x x

σ σ σtanh

tanh

ht

Xt

ht-1

ft

Ct

ht

Figure 12: Output gate process.

x +

x x

σσ tanh

ht-1

rt

1-

xt

ht

h~t

Zt

Figure 13: GRU model.

10 Security and Communication Networks



False negative (FN): It is false detection of a vulnera-
bility in the IoT, i.e., incorrect detection and a negative
result.
Precision: It is the proportion of correct predictions out
of the total number of positive predictions. Te higher
the precision, the better the expression of the feature
vector.
Precision is expressed as follows:

P �
TP

TP + FP
. (11)

Accuracy: It is the proportion of correct predictions out
of the total number of predictions. Te higher the
accuracy, the better the accuracy of the feature vector.
Te calculation formula of accuracy is as follows:

a �
TP + TN

TP + TN + FP + FN
. (12)

True positive rate (TPR): It means the number of true
positive samples detected divided by the number of all
true positive samples, calculated as follows:

TPR �
TP

TP + FN
. (13)

False positive rate (FPR): It means the number of false
positive samples detected divided by the number of all
true negative samples. Te formula is as follows:

FPR �
FP

FP + TN
. (14)

4.8. Simulation Training

4.8.1. Training Parameter Settings. epochs (number of it-
erations): 600, train_data (amount of training data): 514,021

loss_fct (loss function): mse, optimizer (optimization
algorithm): rmsprop

activation_fct (activation function): softmax

4.8.2. Training Parameters Setting Basis. Te number of
iterations is 600; when the number of iterations is 600, the
accuracy of the results is good; the amount of training data is
514,021, and when the amount of training data is small, it is
easy to overft (the accuracy of the model gets better and
better on the training set but worse and worse on the test
set); the model learns too many irrelevant features and is not
able to produce results.

Te loss function I chose was mse. I tried other more
common loss functions such as mae before choosing the
mse function, but the model was overftted, and I fnally
chose the mse function as the loss function. RMSProp
gives better results under nonconvex conditions by adding
a decay factor to control how much historical information
is obtained. rmsprop makes more progress in directions
where the parameter space is fatter (because of the
fatness, the sum of squared historical gradients is smaller,
corresponding to a smaller learning decline) and can
make steep directions fatter, thus speeding up training.
For the choice of activation function, I had previously
used the sigmoid function, but these functions are mostly
used in binary classifcation problems and do not meet the

Table 3: RNN neural network structure.

Layer (types) Output shape Param
Simple_rnn_1 (SimpleRNN) (None, 7, 128) 16640
dropout_1 (Dropout) (None, 7, 128) 0
Simple_rnn_2 (SimpleRNN) (None, 128) 32896
dropout_2 (Dropout) (None, 128) 0
dense_1 (Dense) (None, 8) 1032

Table 4: LSTM neural network structure.

Layer (types) Output shape Param
Lstm_1 (LSTM) (None, 7, 128) 66560
dropout_1 (Dropout) (None, 7, 128) 0
Lstm_2 (LSTM) (None, 128) 131584
dropout_2 (Dropout) (None, 128) 0
dense_1 (Dense) (None, 8) 1032

Table 5: GRU neural network structure.

Layer (types) Output shape Param
Gru_1 (GRU) (None, 7, 128) 49920
dropout_1 (Dropout) (None, 7, 128) 0
Gru_2 (GRU) (None, 128) 98688
dropout_2 (Dropout) (None, 128) 0
dense_1 (Dense) (None, 8) 1032
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requirements of this model, so I changed the activation
function to the softmax function, which is commonly used
in multiclassifcation problems, in order to get the best
results.

4.8.3. Neural Network Model Structure. Te hidden layer
is made up of two layers, each containing 128
neurons. Neural network structures are shown in
Tables 3–5.

In Table 6, evaluation metrics derived from using dif-
ferent neural network models in training.

Te ROC curves of GRU, LSTM, and RNN models are
shown in Figures 14–16, respectively.

Te area under curve (AUC) and accuracy (ACC) as the
key metric show that the three models have similar AUC
scores for detecting IoT security vulnerabilities, with the
GRU model having the best score, so we chose the GRU
model as the classifer and used its results in this training.
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Figure 14: ROC curve of the GRU model.
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Figure 15: ROC curve of the LSTM model.
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5. Conclusion

With the rapid development of the Internet, the value of
Bitcoin is increasing day by day, and the malicious
mining behaviors associated with it are also increasing.
Every year, a large number of servers in the world are
attacked by mining, and IoT security has become a key
concern for various countries. In this paper, starting
from the analysis of the malicious frame infection pro-
cess, an IoT security detection model based on multi-
feature fusion is used to simulate the process of attackers
sending test commands to IoT nodes and data collection.
Te dataset is analyzed by neural network models RNN,
LSTM, and GRU, and the best scoring model is selected
as a classifer to fnd attack vulnerability features as a way
to meet IoT security detection goals, such as network
security, authentication, access control, key security
level, node attack protection, nonrepudiation, and IoT
routing attack protection.

Experimental results show that the key index AUC,
ACC scores best under diferent neural network models
using the RNN neural network model. Te IoT security
detection model based on multifeature fusion proposed in
this paper has a good efect on IoT security detection. Te
model uses some evaluation indicators to judge the quality
of feature vectors and classifers, and the evaluation of
feature vectors is obtained by evaluating the indices of
classifcation efects, such as true positive, false positive,
true negative, and false negative. Te implementation is
simple, and the detection efciency of the model is high.
Te trained model is relatively small in size and easy to run
and implement, making it easy to apply in practical ap-
plication scenarios.

Appendix

Te custom data structure is as follows:

Data header (2 bytes) +Data length (1 byte) + Function
code +Data +Checksum (CRC16-MODBUS).

Custom protocol process is as follows:

(1) Initialize the microcontroller in the simulated attack
device according to the frame structure, and initialize
the command code at the same time:

Set the command code
#defne CMD_READREG 0x01
#defne CMD_WRITEDREG 0x02
#defne CMD_CONFIGURE 0x03
#defne CMD_IAP 0x04
Protocol Related
#defne FRAME_LEN_POS 2//Data frame
length index
#defne FRAME_CMD_POS 3//Command
code index
#defne FRAME_HEAD1 0xAA//Data frame
header 1
#defne FRAME_HEAD2 0x55//Data frame
header 2
typedef struct {
uint8_t len;//Data receive length
uint8_t rxbufer[UART_RXBUFFER_SIZE]; //data
receive bufer
}
typedef struct
{uint8_t len;//Data receive length
uint8_t rxbufer[UART_RXBUFFER_SIZE]; //data
receive bufer }
_S_UART_RX.
typedef struct
{uint8_t queue_head; //queue head
uint8_t queue_tail; //queue tail
}_S_QUEUE.
typedef struct {
uint8_t cmd; //command
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Figure 16: ROC curve of the RNN model.
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uint8_t (∗ callback_func) (uint8_t cmd, uint8_t ∗
msg, uint8_t len); //Command corresponding
function
}_S_FUNCCALLBACK.

(2) Serial port interrupt initialization, so that the
microcontroller in the attack device receives a byte of
data that interrupts once when sending data, the
queue is empty when interrupting:

Void User_UartIRQInit(uint8_t CMD)//entry pa-
rameter cmd command
{
if(ENABLE� �CMD)//judge whether the cmd
command content and based on the interrupt
initialization
{
__HAL_UART_ENA-
BLE_IT(&huart1,UART_IT_RXNE).
}
if(DISABLE� �CMD).
{
__HAL_UART_DISA-
BLE_IT(&huart1,UART_IT_RXNE).
}
}

(3) Serial task polling to determine if there is still data in
the queue; if there are data, then continue to send,
and if there are no data, then interrupt:

User_UartPoll(void).
{
if(0� � s_uart_rx[s_queue.queue_head].len)//
return if there is no data in the queue
{
return 0.
}
if(s_queue.queue_head� � s_queue.queue_tail)//if
the queue head pointer equals the queue tail pointer
means the queue is full
{
if(s_queue.queue_tail>UART_RXBUFFER_SIZE-
1)//if the tail pointer is polled
{
s_queue.queue_tail� 0.
}
else
{
s_queue.queue_tail++.
}
}
for(uint8_t Te authors� 0; i< s_uart_rx
[s_queue.queue_head].len; i++)//take out the data
{
User_UartDataParse(s_uart_rx[s_queue.queue_-
head].rxbufer[i]).
}
s_uart_rx[s_queue.queue_head].len� 0.
if(s_queue.queue_head� � s_queue.queue_tail).
{

if(s_queue.queue_head>UART_RXBUFFER_-
SIZE-1)//head pointer polling
{
s_queue.queue_head� 0.
}
else
{
s_queue.queue_head++.
}
}
return 1; }

(4) Judgment of the processing of diferent parts of the
data frame by the order in which the data are re-
ceived in the accepted data frame:

User_UartDataParse(uint8_t data).
{
static uint8_t e_frame_status� frame_head1-
status;//frame status
static uint8_t frame_len� 0.
static uint8_t index� 0.
static uint8_t rx_buftemp[256]� {0}.
uint16_t crc_temp� 0.
switch (e_frame_status){
case frame_head1status://judge data head 1
if(data� � FRAME_HEAD1).
{
e_frame_status� frame_head2status.
rx_buftemp[index]� data.
index++.
}
else//if rx_buftemp is not initialized correctly
{
e_frame_status� frame_head1status.
index� 0.
memset(rx_buftemp,0.256).
}
break.
case frame_head2status://judge data header 2
if(data� � FRAME_HEAD2).
{
e_frame_status� frame_lenstatus.
rx_buftemp[index]� data.
index++.
}
else//if rx_buftemp is not initialized correctly
{
e_frame_status� frame_head1status.
index� 0.
memset(rx_buftemp,0.256).
}
break.
case frame_lenstatus://judge the length of the data
if(data>0 && data≤ 255).
{
e_frame_status� frame_datastatus.
rx_buftemp[index]� data.
index++.
}
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else//if rx_buftemp is not initialized correctly
{
e_frame_status� frame_head1status.
index� 0.
memset(rx_buftemp,0.256).
}
break.
case frame_datastatus://receive data
if(index>0 && index≤ 255).
{
rx_buftemp[index]� data; index++;
}
else
{
e_frame_status� frame_head1status; index� 0;
memset(rx_buftemp,0.256);
}
break; case frame_datastatus://Receive data
if(index>0 && index≤ 255).
{
rx_buftemp[index]� data; index++; if(index� �

(rx_buftemp[FRAME_LEN_POS] + 3))//de-
termine if the reception of a frame is complete
based on the length of the data
{
crc_temp� rx_buftemp[index-2]+(rx_buftemp
[index-1]<<8);
if(crc_temp� �CRC16(rx_buftemp+
FRAME_CMD_POS,index-5))
//CRC checksum identical and store received data
{
User_UartFrameParse(rx_buftemp[FRA-
ME_CMD_POS],rx_buftemp, index); e_frame_s-
tatus� frame_head1status; index� 0;
memset(rx_buftemp,0.256);
User_UartFrameParseEnd();
}
}
else//Clear data, data header 1 is initialized
{
e_frame_status� frame_head1status; index� 0;
memset(rx_buftemp,0.256);
}
break;
default:e_frame_status� frame_head1status;
index� 0; memset(rx_buftemp,0.256); break;
}
}

(5) Customize the commands sent by the attacking
device with a similar command structure:

uint8_t User_ReadRegCallback(uint8_t cmd,
uint8_t ∗ msg, uint8_t len).
{
uint8_t TestData[5]�

{0x01,0x02,0x03,0x04,0x05};//Customize sent
commands
User_UartFrameSend(cmd,TestData,msg,5);
}

(6) Attacking each microcontroller serial port in the
device to send packets of data:

uint8_t User_UartFrameSend(uint8_t cmd,uint8_t
∗ pdata, uint8_t ∗ msg, uint8_t len).
{
//Integrate and send diferent parts of data
uint8_t index� 0; uint16_t crc_temp� 0; msg
[index++]� FRAME_HEAD1; msg[index++]�

FRAME_HEAD2; msg[index++]� len; msg
[index++]� cmd; for(uint8_t Te authors� 0;
i< len; i++)
{
msg[index++]� pdata[i];
}
crc_temp�CRC16(msg + -
FRAME_CMD_POS,index-3); msg[index++]�

crc_temp & 0x00FF; msg[index++]� crc_temp>>8
& 0x00FF;
HAL_UART_Transmit(&huart1,msg,index,100);
return index;
}

Data Availability

Data and material are available at https://github.com/
descfree/Research-on-IoT-security-detection-methods-
based-on-multi-feature-fusion.
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