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With the increasing negative impact of fake videos on individuals and society, it is crucial to detect diferent types of forgeries.
Existing forgery detection methods often output a probability value, which lacks interpretability and reliability. In this paper, we
propose a source-tracing-based solution to fnd the original real video of a fake video, which can provide more reliable results in
practical situations. However, directly applying retrieval methods to traceability tasks is infeasible since traceability tasks require
fnding the unique source video from a large number of real videos, while retrieval methods are typically used to fnd similar
videos. In addition, training an efective hashing center to distinguish similar real videos is challenging. To address the above
issues, we introduce a novel loss function, hash triplet loss, to capture fne-grained features with subtle diferences. Extensive
experiments show that our method outperforms state-of-the-art methods on multiple datasets of object removal (video
inpainting), object addition (video splicing), and object swapping (face swapping), demonstrating excellent robustness and cross-
dataset performance. Te efectiveness of the hash triplet loss for nondiferentiable optimization problems is validated through
experiments in similar video scenes.

1. Introduction

Video forgery has gained global attention, leading to in-
creased focus on forgery detection [1–3]. Common tech-
niques for video semantic editing include object removal
(video inpainting), object addition (video splicing), and
object swapping (face swapping) [4–7]. Malicious use of
these technologies can cause harm to individuals and or-
ganizations, and fake videos can have serious consequences
for politics, society, fnance, and the law. Current methods
output probability values but lack interpretability and have
limitations in real-world applications [6, 8, 9]. Moreover,
existing forgery detection methods perform poorly on in-
dependent testing and have poor robustness to common
video processing techniques used on the Internet [6].
Terefore, a reliable and robust forgery detection method is
essential.

Inspired by hash retrieval, we propose a hash-based
source-tracing method. However, the discrete distribution
of the hash space and the nonsmooth calculation function
using the Hamming distance result in nondiferentiable
optimization problems. Traditional hash retrieval is usually
employed to fnd similar videos within the same category,
where videos of diferent categories have signifcant se-
mantic diferences, making it easy to train diferent hash
centers. However, the challenge in source tracing lies in the
fact that videos in the dataset may be similar and that their
initial hash codes are difcult to diferentiate, which makes it
hard to train hash centers with signifcant diferences. To
address these challenges, we introduce a new loss function
called the hash triplet loss, which replaces the Hamming
distance calculation function with a diferentiable function
implemented in PyTorch.Te hash triplet loss can iteratively
optimize hash codes, gradually diferentiating videos with
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subtle diferences, even when the diferences are not im-
mediately apparent.

Figure 1 illustrates the approach for learning hash codes
for triplet-based retrieval and tracing. Te hash retrieval
methods are based on triplets (q, q+, q− ), where (q, q+) is
a positive sample and q− is a negative sample [10–12]. Te
method increases the distance between (q, q+) and q− within
a triplet, decreases the distance between q and q+, and learns
the local similarity between elements within the triplet.

Instead, we treat X ∈ sx, fx1, fx2, . . . , fxn􏼈 􏼉 as one class
and train a hash center CenterX for a real video sx and its
associated fake videos fxi. Te hash triplet loss is based on
triplets (sx, fxi, fxj), where sx is the real video and fxi and
fxj are two randomly selected relevant fake videos. In each
training iteration, the hash triplet loss increases the distance
between the hash codes of diferent-class triplets and de-
creases the distance between the hash codes of the fake
videos (fxi, fxj) and the real video sx in the same triplet. It
learns the global similarity of a class of data.

Since each triplet always includes the real video sx, the
fake videos eventually generate a hash center around the real
video. Terefore, our method reduces the reliance on
a limited set of forged videos. By not relying on these forged
traces, our method can improve the robustness of detecting
forged videos against various processing techniques and the
generalization of various forgeries. Ultimately, the hash
centers of diferent classes are far apart, and the hash codes
of videos from the same class are clustered around their
corresponding hash center.

As shown in Figure 2, the distribution of video hash
codes is presented at diferent stages. Initially, the binary
hash codes of real and fake videos in the dataset are mixed
together, making them difcult to distinguish. During
training, the hash codes of the real and related fake videos
gradually converge, while the hash codes of unrelated videos
separate. Eventually, a hash center is trained for each real
video and its related fake ones, and the average Hamming
distance of each hash center is close to half of the length of
the hash code. Te generated hash centers are close to the
optimal hash distribution [13].

We use the pyramid vision transformer (PVT) v2 [14] as
the backbone for feature extraction. PVT v2 is an efective
network for learning image recognition features based on
the vision transformer (ViT) architecture. To better capture
the temporal information of videos, we design a temporal
encodingmodule that is commonly used in the ViTstructure
[15]. We frst train the network model and hash centers
using the hash triplet loss. Ten, we calculate the hash center
with the minimum Hamming distance for the given hash
code of the detected video and fnd the related real video
through the index of the hash center. Finally, we use human-
level comparison to judge the diference between the real and
detected videos to determine whether the detected video is
fake. When the found real video is not related to the detected
video, detection fails. In summary, the contributions of this
paper are as follows:

(i) Our method ofers a more reliable alternative to
probability-based detection techniques, making it

a promising solution for real-world applications,
particularly in critical scenarios involving
individuals.

(ii) We have designed a novel loss function, hash triplet
loss, for forgery detection through source tracing.
Extensive experimental results have demonstrated
that our method outperforms the state-of-the-art
forgery detection methods. Our code and models
have been released on GitHub and have received
considerable attention.

(iii) Our method does not rely on potential forgery
artifacts, thereby improving the robustness and
generalization of detection.We conducted extensive
experiments on multiple datasets of three diferent
types, demonstrating the efectiveness of our ap-
proach for detecting various types of synthetic
forgeries, such as DeepFake, video splicing, and
video inpainting.

2. Related Works

2.1. DeepFake Detection. DeepFake detection methods
typically output probability values [16–19]. Some learning-
based methods directly learn fake features from data without
relying on any manual features [20–22], while others at-
tempt to improve the interpretability of detection by labeling
fake traces [23–26]. Audio-based DeepFake detection
methods [24, 25] detect fake videos by using audio in-
formation. FakeLocator [26] detects full-resolution facial
fake videos by generating corresponding grayscale images
using GAN-generated facial intrinsic defects. Find-X [23]
uses unsupervised learning to learn potential inconsistent
fake features and outputs visualized fake trace results,
thereby improving the generalization ability of fake de-
tection. ISTVT [3] proposes an interpretable spatiotemporal
video transformer for capturing spatial fake traces and
temporal inconsistencies, achieving strong DeepFake
detection.

2.2. Video Inpainting Detection. Object inpainting has been
widely applied in real-world applications such as object
removal [27–29]. Methods based on 3D CNNs have shown
poor performance in video inpainting. Recently, fow-based
approaches have incorporated optical fow into networks
used for video inpainting [30, 31]. Tis alleviates the time
issue of video inpainting but inevitably leaves temporal
artifacts in the generated results. Several works have been
proposed for video inpainting localization recently.
Learning-based inpainting localization methods aim to
extract semantic representations through a large amount of
training data [32, 33]. However, the performance of these
methods sharply declines on new datasets due to their re-
liance on large training datasets. Others apply advanced
features to enhance robustness. VIDNet [9] uses LSTM-
based ELA and temporal structures to localize video
inpainting. HPF [34] explores high-pass fltering to distin-
guish high-frequency noise and fake images. FAST [8]
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combines frequency-domain characteristics and temporal
ViT to improve the performance of video inpainting lo-
calization. However, these methods do not consider the
inherent artifacts of the inpainting manipulation process,
making them inefective when a new forgery method is
proposed.

2.3. Video Splicing Detection. Since splicing is a relatively
simple task, image/video splicing is usually performed
manually with tools such as Photoshop. Due to the lack of
video splicing datasets, there have been few studies on video
splicing detection. Image splicing can be detected at the pixel
level. PQMECNet [35] uses the local estimation of the JPEG
quantization matrix to distinguish spliced regions taken
from diferent sources. MVSS-Net [6] learns semantic-
agnostic and more generalizable features by utilizing
noise distribution and boundary artifacts around tampered
regions. ComNet [36] is customized to approximate JPEG
compression operation, thereby improving performance
against adversarial JPEG compression. Te challenge of
splicing localization is to improve the robustness against
various postprocessing operations [6] such as compression
and blur.

2.4. Hash Retrieval. Hash retrieval methods map high-
dimensional content features of images or videos to Ham-
ming space (binary space), reducing the memory space
requirements in image or video retrieval systems, improving

retrieval speed, and meeting the requirements for massive
data retrieval [10, 12, 37, 38]. Retrieval methods based on
image similarity matching are computationally expensive
and time-consuming, as they require matching a large
number of key frames in videos [12, 37]. Changes in the
semantics of fake videos are more obvious and signifcantly
afect the matching accuracy. In contrast, hash-based re-
trieval methods are faster and require fewer resources, and
their accuracy mainly depends on the quality of the hash
centers [11, 13]. Traditional triplet learning methods use
(q, q+, q− ), capturing only local data similarity from two or
three samples and ignoring global data similarity [10, 12].
Subregion [11] proposed a novel subregion localized hashing
approach to learn compact within-class and large between-
class hash codes that capture fne-grained local information
for efcient fne-grained image retrieval. DLTH [12] in-
troduced a new method for generating triplets from
a knowledge distillation module to introduce more triplets
during training and proposed a new listwise triplet loss to
capture relative similarities in the new triplets. Due to the
diferences in processing logic, directly applying existing
hash retrieval algorithms to source tracing is inappropriate.

2.5. Source-TracingDetection. In recent years, the method of
detecting fake data through source tracing has gradually
attracted researchers’ attention. Tese methods typically
retrieve the source of the data under test from an existing
real database and then judge the authenticity by manually

(a)

Real

(b)

Figure 1: Illustration of traditional retrieval-based triplet and trace-based triplet learning for hash codes: (a) retrieval-based triplet;
(b) source-tracing triplet.

(a) (b) (c)

Figure 2: Te distribution of learned hash centers during training. (a) Prior to training, the hash distribution of the dataset is scattered.
(b) As training progresses, the hash distribution of each group in the dataset gradually clusters, resulting in changing hash centers for the
dataset. (c) Eventually, the hash distribution of the dataset becomes sparse, the Hamming distance between the hash distributions of each
group of data becomes very small, and the average Hamming distance between groups approaches half of the hash bits. Te hash centers
(represented by black points) are far apart from each other, and each group of data is located around a hash center: (a) raw, (b) training, and
(c) fnal.
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comparing the diferences between the data under test and
the real data. Shang et al. [39] use distributed blockchain
technology to trace the source of fake news, which can ef-
fectively prevent the spread of fake news and provide reliable
fake news detection. Dwivedi et al. [40] propose a social
media framework based on blockchain and watermarking to
control the spread of fake news. It helps to reduce the spread
of fake news by tracing the root or source of fake news on
social media. Shrivastava et al. [41] propose a model to
investigate the spread of fake news related to the COVID-19
pandemic, thereby alleviating the pressure on online social
network users. Zhu et al. [42] propose a voice antifraud
method. Te experimental results on the ASVspoof 2019 LA
dataset show that the proposed method achieves a 20%
performance improvement compared to traditional binary
deception detection methods. Te methods related to news
and voices demonstrate that using source-tracing detection
methods is not only efective but also highly applicable to
real-world scenarios in the industry.

2.6. Vision Transformer. Currently, networks based on ViT
have achieved great success in various felds, including image
and video tasks [15, 43–46]. ViT is an efective structure for
feature extraction from sequential data, making it particu-
larly suitable for extracting temporal features from videos
[14, 47, 48]. In addition to the classic 3DCNN and hybrid 2D
CNN architectures, ViT provides an alternative solution for
video understanding tasks. ViViT [15] frst proposed a pure
ViT-based structure for video classifcation, which uses
token temporal and positional encodings to more efectively
extract spatiotemporal features from videos. In early re-
search, pure ViT-based structures required larger datasets
and more memory consumption compared to CNN models.
HRFormer [43] improves memory and computational ef-
fciency by utilizing a multiresolution parallel design in-
troduced in high-resolution convolutional networks, as well
as local window self-attention conducted on small non-
overlapping image windows. Recent studies have combined
CNN and ViT to achieve better performance [49]. Pool-
Former [44] improves the self-attention mechanism-based
ViT structure into a hybrid structure of CNN and ViT,
signifcantly reducing computation consumption. With the
evolution of deep-learning architectures, the hybrid archi-
tecture of CNN and ViT is a popular choice. PVT v1 [48]
inherits the advantages of both CNN and ViT and replaces
the CNN backbone to make it a unifed backbone in various
visual tasks. It uses a progressive shrinking pyramid to re-
duce the computation consumption of large feature maps,
achieving better performance in multiple tasks [48]. PVT v2
[14] reduces the computational complexity of PVT v1 to
linear and signifcantly improves basic visual tasks such as
classifcation, detection, and segmentation. In this paper, we
use PVT v2 as the detection backbone and leverage token
temporal encoding combined with PVTv2 for more efective
video feature learning, given that PVT v2 is an image
task model.

3. Method

In this section, we describe the complete procedure of our
approach. As shown in Figure 3, our method involves three
main stages: data preprocessing, hash center learning, and
fake video source tracing. Initially, we restructure the dataset
videos to adapt them to the training of the hash triplet loss.
Next, we employ the hash triplet loss to learn the hash
centers gradually and dynamically. Finally, we save the
trained model and hash center and use the hash code of the
fake video to trace the corresponding real video.

3.1. Data Preprocessing

O �

sa1 fa1 fa2 . . . fan

sb1 fb1 fb2 . . . fbn

⋮ ⋮ ⋮ ⋮ ⋮

sx1 fx1 fx2 . . . fxn

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

. (1)

Te data preprocessing step reorganizes and combines
the dataset in a way that is suitable for training our method
with the hash triplet loss. Each subclip in the video is used to
train the hash center so that the original real video can be
accurately traced to detect any tampered videos based on any
subclip. Given a dataset defned as O in equation (1), we
partition each X ∈ sx, fx1, fx2, . . . , fxn􏼈 􏼉 into a class and
train a hash center cx for each class of data X. During
training, we form triplets U � sx, fxi, fxj􏽮 􏽯, where sx is the
real video and (fxi, fxj) are two randomly selected fake
videos. To train independent hash centers for forgeries, each
triplet unit always contains the original real video sx. We
recommend a triplet unit size of U> 8 to ensure a uniform
and reasonable distribution of data across diferent classes. It
should be noted that data preprocessing is only applied
during the training phase.

3.2. Hash Center Learning

3.2.1. Defnition of Hash Triplet Loss. Inspired by the
K-means clustering algorithm, the process of training the
hash center is similar to clustering. It involves gradually
adjusting the hash center to cluster real videos and related
fake videos of the same class.Temain idea of implementing
the hash triplet loss is to increase the interclass loss and
reduce the intraclass loss. Te interclass loss refers to the
Hamming distance between hash codes of videos from
diferent classes, while the intraclass loss refers to the
Hamming distance between hash codes of a real video and its
related fake videos. Te process of computing the complete
hash triplet loss is illustrated in Algorithm 1. We input the
hash codes and labels HLs of the training instances, along
with the associated hash center HCs. Subsequently, we
compute the intraclass loss and interclass loss using the
function defned in Algorithm 1. Te mathematical ex-
pression of L is defned as follows:
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Step1: Data Preprocessing Step2: Hash centers learning as HCs Step3: Source Tracing

Triplet videos as a basic training
unit, including the original video

and two randomly selected
related fake videos.

… Fake

Fake

Fake

Original

Original

Training Model:
ViTHash

Pretrained Model:
ViTHash

Finding by Hamming distance

HCs

Output hash codes of triplet units

Vote a temporary hash center

Make the outputted hash code
closer to the voted hash center

Voting again

Hash Triplet Loss

1 1 0 1 0 1 0

0 1 1 1 0 1 0

1 1 0 1 0 1 0

1 0 0 1 0 1 1
Xi

hi

Figure 3: Te complete process of training hash centers and performing source tracing can be divided into three steps: Step 1: data
processing: the data are organized into a format suitable for training with the hash triplet loss. Step 2: hash center learning: the hash centers
are dynamically trained, and a temporary hash center is generated by voting during each training iteration. Step 3: source tracing: the trained
model and hash centers are utilized to search for the real video with the smallest Hamming distance from the detected video.

(1) ViTHash outputted hashes and related labels as HLs;
(2) Voted hash centers and related labels as HCs loss of hash triplet loss
(3) Calculate the intraloss between the triplet samples and the voted hash center;
(4) Def IntraLoss( h

→
,HCi

���→
):

(5) return mean(| h
→

− HCi

���→
|);

(6) ;
(7) Calculate the interloss between the triplet samples with the other hash centers;
(8) Def InterLoss( h

→
,HCi

���→
):

(9) return 1 − mean(| h
→

− HCi

���→
|);

(10) ;
(11) Calculate the hash triplet loss;
(12) Function Main :
(13) inter, intra, n, m � 0, 0, 0, 0;
(14) for labelh, h

→
in HLs do

(15) for labelo, o
→ in HCs do

(16) if labelt �� labelv then
(17) m+ � 1;
(18) intra+ � IntraLoss( h

→
, o
→

);
(19) else
(20) n+ � 1;
(21) inter+ � InterLoss( h

→
, o
→

);
(22) ;
(23) ;
(24) return intra÷m + intra÷ n;

ALGORITHM 1: Te whole calculation process of the hash triplet loss.
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dis( x
→

, y
→

) � | x
→

− y
→

|, (2)

L � 􏽘
m

i�1

dis vi
→

, hi

→
􏼒 􏼓

m
+ 􏽘

n

j�1

1 − dis vj
→

, hj

→
􏼒 􏼓􏼒 􏼓

n
, (3)

where m is the number of videos in the same class (intra-
class) and n is the number of videos in diferent classes
(interclass).

3.2.2. Voting Temporary Hash Centers. During each training
iteration, given a triplet unit U � sn, fnj, fnk􏽮 􏽯, the ViTHash
network outputs the corresponding hash codes. Each triplet
U votes to generate a temporary hash center h

→
using

vote(U) � [􏽐
n
i�1Ui/n> 0.5], where Ui represents the ith

column element of the matrix U. Te output is 1 if the mean
of Ui is greater than 0, and 0 otherwise. Te voting method
for the temporary hash center is similar to the following:

1 1 0 1 1

0 1 0 1 0

1 0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⟹ 1 1 0 1 0􏼂 􏼃. (4)

Te hash codes of the same triplet are encouraged to be
close to this temporary hash center through the intraclass
loss, while the hash centers of diferent triplets are pushed far
away from each other through the interclass loss, imple-
mented using equation (3). Trough repeated iterative
training and optimization, the temporary hash center
gradually approaches the optimal hash center with an av-
erage Hamming distance close to half of the hash code length
[13]. Te trained model and hash center fle are saved for
future use.

3.2.3. Nondiferentiable Optimization for Similar Videos.
Learning optimal hash centers through the network is
challenging due to the high similarity of hash codes among
similar videos. Nondiferentiable optimization is often used
in deep learning-based hash code generation due to non-
smooth similarity metrics like Hamming distance, which can
be solved using subdiferentials. For a function
f: Rn⟶ R, its subdiferential is defned as follows:

zf(x) � v ∈ Rn
: f(y)≥f(x) +〈v, y − x〉,∀y ∈ Rn

,

(5)

where 〈·, ·〉 denotes the inner product and zf(x) represents
the subdiferential of f at point x. Te nonsmooth opti-
mization problem can be written as minx∈Rn f(x), where
f(x) is a nonsmooth function.

Subgradient methods can be used to solve nonsmooth
optimization problems, such as learning optimal hash
centers. Specifcally, the subgradient of the similarity metric
with respect to the hash codes can be computed and used to
update the hash codes. Te update rule of subgradient
methods is as follows:

ht+1 � ht − ηt · zS ht( 􏼁, (6)

where ht denotes the hash codes at iteration t, S(ht) denotes
the similarity metric, ηt denotes the learning rate, and zS(ht)

denotes the subgradient of the similarity metric at ht.
In our PyTorch implementation of the hash triplet loss,

we calculate the vector distance using mean(|torch.sub( h
→

,

c
→

)|) instead of the nonsmooth Hamming distance. Te
Hamming distance measures the similarity between two
hash codes of the same length by counting the number of
difering bits. Te smaller the diference, the higher the
similarity. Our implementation measures similarity using
the average absolute diference between two vectors, where
smaller values indicate higher similarity to the hash center.
Terefore, in theory, these two methods can be used
interchangeably.

In practice, we have observed that even for very similar
videos, there exist slight diferences in their hash codes.
Increasing the length of hash codes (to 512 bits) allows for
optimization of diferent bit elements and better represen-
tation of the slight diferences. Te interclass loss increases
the Hamming distance between hash codes of diferent
classes during each iteration to train optimal hash centers.

3.3. FakeVideo Source Tracing. After training the model and
hash centers, source tracing becomes a straightforward task,
but it requires human-level interaction to judge whether the
detected video is forged. Once HC is trained, we load both
HC and the trained model. Given a detected video f and the
hash code h

→
outputted by the trained model, we calculate

the Hamming distance between h
→

and all hash centers HCs.
We fnd the HCi with the minimum Hamming distance to
h
→
, along with its corresponding label. We use the label to

retrieve the original genuine video si. Finally, we compare
the detected video f with the genuine video si by human-
level judgement. Since the tampered videos always have
obvious semantic modifcations, it is easy to distinguish the
diference between the detected video f and the genuine
video si. Tus, one can judge whether it is forged through
human-level interaction.

4. Networks

In this section, we introduce the network architecture of our
approach, as well as some advantages of our method.

4.1. Overview of Networks

4.1.1. ViTHash. As shown in Figure 4, ViTHash is used to
train the hash center and trace the source. Te feature ex-
traction of ViTHash consists of a series of spatiotemporal
PVT v2 [14] and multiple attention blocks. Te frst module,
spatial transformer, focuses on spatial features, while the
second module, temporal transformer, focuses on temporal
features. Finally, the output is generated through the tanh
function and then converted into binary codes using the
sign() function in equation (8), where k represents the
number of hash bits.
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sign(x) �

1, x≥ 0,

−1, x< 0,

⎧⎪⎨

⎪⎩
(7)

b
→

�
(sign(x) + 1)

2
∈ 0, 1{ }

k
. (8)

4.1.2. Localizator. As shown in Figure 4, the localizator
architecture is designed to facilitate comparison between
real and fake videos. It serves as an auxiliary comparison
network that outputs suspicious areas in grayscale, helping
us distinguish the diferences between the tracked and de-
tected videos. We observed that the ViT-based network
disrupted the spatial continuity of pixels when trained on
linear patch images [45]. CNN blocks excel in learning high-
level features and focusing on the correlation of local pixels,
while ViT focuses on the long-range context and temporal
dimension features of videos. To improve performance, we
designed a hybrid CNN-ViT structure. In addition, we used
an upper sampling module to gain more detailed insights
into the diferences in the regions of interest.

4.2. Advantages of the Proposed Method

4.2.1. Fast and Space Efciency. We assume that the time
required for detecting using diferent backbone network

methods is relatively similar and denoted as t. For the
traditional forgery detection method, the time cost is t1 � t.
Te hashing retrieval method requires a time cost of
t2 � λ + t ≈ t, where λ is the time needed to calculate the
Hamming distance. In contrast, the content matching re-
trieval method takes a time cost of t3 � n × t, where n de-
notes the number of matching videos. In addition, hashing
retrieval requires minimal storage space to store the hash
code and video index. Te hash code is a fxed-length binary
bit (k bits), and the index is represented by a 32 -bit integer.
Te total storage space required is (32 + k) × n, where n is
the number of original videos. Te scalability of hashing
methods enables them to handle large datasets with ease,
making them ideal for use in big data applications.

4.2.2. Better Versatility. ViTHash is a detection method that
does not rely on forgery techniques and is forgery-
independent, which makes it more versatile. Extensive ex-
periments on multiple types of video forgery datasets have
shown that ViTHash outperforms other methods in various
types of forgeries. To ensure the validity and fairness of our
results, we have made our experimental data and code
publicly available.

4.2.3. Reliability. Traditional forgery detection methods
detect videos by outputting probability values for detection.
However, these values lack interpretability and cannot
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Figure 4: Overview of our proposed networks. Our method consists of two networks: ViTHash and localizator, and two basic modules:
upper sampling and transformer block. ViTHash and localizator are composed of these basic modules. ViTHash trains hash centers from
triplet videos, which include the original video and two randomly related fake videos.Te trained hash centers are used to trace the source of
fake videos. Te localizator is designed to analyze the diferences between the traced video and the fake video, which are not afected by the
video quality or cropping. Te diferent areas of the two videos are represented by generated masks.
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provide fully reliable results, even when claiming to provide
additional interpretable visual features. In critical scenarios
involving high-profle individuals in government, military,
and business, it is difcult to eliminate the impact of public
opinion without conclusive and reliable evidence. Estab-
lishing a database of related real videos for these individuals
can help trace malicious tampering based on these videos
back to the original real videos. Comparing these original
real videos with the fake videos provides reliable evidence for
tampering detection.

5. Experiments

5.1. Experiment Setup. We conduct two sets of experiments:
the ViTHash detection performance evaluation and the
localizator evaluation. Evaluation of ViTHash six evaluation
experiments and one ablation study is carried out. Te six
evaluation experiments include a DeepFake comparison
experiment, a video tampering experiment, a video splicing
experiment, a robustness experiment, a cross-dataset gen-
eralization experiment, and a similar-scene performance
experiment. Te evaluation of ViTHash detection perfor-
mance using detection accuracy (ACC) as the evaluation
metric is carried out. Te localizator serves as an auxiliary
comparison tool to facilitate the comparison of two videos.
Te evaluation of the localizator experiment outputs the
pixel-level suspect region between two known methods. Te
localizator evaluation using mean intersection over union
(mIoU) as the evaluation metric is carried out.

5.1.1. Implementation. Our model is implemented using
PyTorch, and the code is released on GitHub. We use fmpeg
to extract frames from videos and train the model using
a single NVIDIA RTX 3090 24GB GPU. Each model is
trained for 2–5 epochs on the dataset. In addition, we use the
adaptive moment estimation (ADAM) optimizer with
a learning rate of 1e− 5. ADAM is computationally efcient,
requires less memory, and performs well on large datasets.

5.1.2. Baseline Methods. In the ViTHash comparative ex-
periment, we use accuracy as the evaluation metric. As the
necessary implementation codes were not available, we cite
the experimental results of the compared methods from the
relevant papers. Compared to the existing forgery detection
methods that directly output binary classifcation results, our
method utilizes traceability to determine the authenticity.
For fairness, we use the Top-1 retrieval accuracy as the
evaluation metric because there is only one correct result for
traceability. To evaluate the cross-dataset generalization
performance, we compare Xception [50], HRNet [51], Face
X-ray [52], ADD [1], and Grad-CAM [53] on the fve
subdatasets of FaceForensics++.

For the DeepFake comparison experiment, we select six
methods: Xception [54], Face X-ray [52], Grad-CAM [53],
STIL [55], ISTVT [3], and MRL [56] and compare them on
Celeb-DF, DeepFakeDetection, and FaceForensics++ data-
sets. We also conduct a fne-grained comparison experiment
with eleven methods: Xception [54], I3D [57], LSTM [58],

TEI [59], ADDNet-3d [60], S-MIL [61], S-MIL-T [61], STIL
[55], VTN [61], and ISTVT [3] on the FaceForensics++
dataset.

For the comparison experiment in the localizator, we
chose mIoU as the evaluation metric and compared it with
two known methods, DMAC [62] and DMVN [63].

5.2. Datasets

5.2.1. DeepFake Dataset. We evaluate our method on several
publicly available datasets in the feld of DeepFake detection.
Te FaceForensics++ (FF++) dataset [50] includes 1,000 real
videos and 5,000 unique fake videos collected from You-
Tube. Te Google/Jigsaw DeepFakeDetection (DFD) dataset
[64] contains 363 original videos from 28 consenting actors
and 3,068 fake videos. Te Celeb-DF [65] dataset, which is
part of the deep fake detection challenge, consists of 590
original videos and 5,639 fake videos.

5.2.2. Similar Scene Video Dataset. We create a dataset
called DeepFake of similar scenes (DFS) to evaluate the
detection performance of the hash triplet loss on similar
videos, as shown in Figure 5(a). DFS aims to simulate
scenarios like news conferences, which are highly similar
and thus challenging to detect. We paid 75 actors to shoot
similar-scene videos where they sit in front of the camera
and give speeches while wearing similar clothing, with
minor scene changes. Diferent actors were required to
shoot in designated scenes such as ofces, studies, and
bedrooms. We used three DeepFake generation methods,
namely, DeepFaceLab [66, 67], Faceswap [68, 69], and
Faceswap-GAN [70], to generate 187 forged videos. DFS
consists of 133 training videos and 54 test videos, totaling
578,613 frames. DFS is an Asian face dataset, and all
actors authorized the modifcation of their recorded
videos.

5.2.3. Video Inpainting Dataset. Yu et al. [8] proposed
a video inpainting dataset named DAVIS-VI based on
DAVIS [71]. Tey used three video inpainting methods,
namely, OPN [72], CPNET [73], and DVI [74], to remove
the annotated objects from the DAVIS dataset and generate
corresponding inpainted videos. However, due to the limited
number of original samples, we further augmented the
DAVIS-VI dataset with three additional video inpainting
methods: FGVC [31], DFGVI [30], and STTN [75]. As
shown in Figure 5(c), DAVIS-VI contains 50 original videos
and 300 inpainted videos, totaling 33,550 frames. Te
training set includes 200 inpainted videos, and the test set
includes 100 inpainted videos.

5.2.4. Video Splicing Dataset. Video splicing detection re-
ceives relatively less attention due to the lack of video
splicing datasets. Compared to image splicing datasets,
creating a video splicing dataset is challenging because it
requires considering the position, size, color, and semantics
of spliced objects. As shown in Figure 5(b), we create a video
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splicing dataset called video splicing to evaluate the per-
formance of our method in detecting video splicing forgery.
Te video splicing dataset contains 30 carefully manually
created videos of diferent scenes as the test set and 795
randomly spliced forgery videos based on these objects and
real videos as the training set. We develop a Photoshop-like
tool to create videos frame by frame. Given all the frames of
a real video A � a1, a2, . . . , an, where n is the number of
frames in the real video, and a set of frames for the object to
be spliced B � b1, b2, . . . , bm, where m is the number of
frames in the object to be spliced and m< n, the frames of the
synthesized video are defned as R � r1, r2, . . . , rm. Te
production process of the forged video is defned as follows:

R � A +(scale × B + pos), (9)

where scale is the scaling factor of the spliced object and pos
is the position of the object B in the forged video R.

5.3. Robustness Experiments. Te propagation of fake videos
on the Internet inevitably involves various video processing
techniques, such as compression, cropping, redrawing, and
blurring. Improving the robustness of video detection
against these operations has important practical signifcance.
As shown in Table 1, the performance of processed videos is
almost the same as that of unprocessed videos.Tis is mainly
because video processing techniques destroy the forgery
traces of fake videos, and our method extracts features that
are irrelevant to forgery, thus having better robustness. In
addition, longer hash codes usually lead to better perfor-
mance. However, a slight performance decrease is observed
when the hash code length reaches 1,024. More hash code
elements can better capture small diferences between dif-
ferent videos, help generate better hash centers, and solve the
nondiferentiable optimization problem of similar videos
due to the marginal utility. However, when the number of
hash code elements is too high, the marginal utility de-
creases. Terefore, when the hash code length exceeds 512,
redundant information is learned which may have a negative
impact on source tracing. Te experiments prove the ro-
bustness of our method against video processing on Internet
scenes.

5.4. Evaluations of Cross-Dataset. We conduct cross-
dataset evaluations to further validate the generaliza-
tion ability of our proposed method. As shown in Table 2,
our method achieves comparable or better performance
on within-dataset compared to recent works but has
a signifcant advantage on cross-dataset. Tis is because
those methods simply learn dataset-dependent forgery
features from existing data, which may not be applicable
to unknown forgery data. However, our method aims to
learn more general features that are independent of
forgery methods. Experiments show that our method has
better generalization ability for detecting unknown
forgeries.

5.5. DeepFake Comparison Experiment. To evaluate the
performance of our method, we compare it with the state-of-
the-art methods on popular datasets including Celeb-DF,
DeepFakeDetection, and FaceForensics++. Figure 6(a)
presents several correct result examples on the Face-
Forensics++ dataset, where “Fake” indicates forged videos
and “Traced” represents the traced videos. As shown in
Table 3, our method achieves comparable or better per-
formance than the state-of-the-art methods. As shown in
Table 4, our method performs consistently well on diferent
qualities and types of DeepFake videos, achieving better
performance than existing methods, especially on low-
quality (LQ) videos. Existing methods rely on learning
forgery features from the data, which results in good per-
formance on the same dataset. However, the reason for the
poor performance on the LQ dataset is that LQ videos
damage the potential forgery features they learned. In
contrast, our method extracts features that are independent
of forgery traces, resulting in better performance in detecting
various types of forgeries and low-quality videos. Te ex-
periment shows that our method is efective in detecting
DeepFake videos on multiple datasets and is more robust
than existing methods.

5.6. Experiment on Video Inpainting Detection. To verify the
performance of our method in detecting video object re-
moval, we are conducting experiments on the DAVIS-VI

(a) (b) (c)

Figure 5: Tumbnails of the datasets. (a) DFS: a dataset for detecting DeepFake of similar (DFS) scene videos. (b) Video splicing: a dataset
for detecting video splicing. (c) DAVIS-VI: a dataset for detecting video inpainting based on DAVIS2016.
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dataset [8]. Existing video object removal detection methods
sufer from pixel-level detection and lack corresponding
comparison methods. Figure 6(b) presents several examples
of correct results on the DAVIS-VI dataset, where “Fake”
denotes forged videos and “Traced” refers to traced videos.
As shown in Table 5, our method achieves nearly 100%
accuracy. Tis is because the object removal dataset contains
only 50 real videos, making it easy to fnd the original videos
from the 50 real videos. Due to the large semantic diferences
between the forged videos in video object removal and the
real videos, it is easier to learn the diferences between videos
and make the source-tracing task relatively simple. Te
experiments are showing that our method is efective in
detecting video inpainting.

5.7. Experiment on Video Splicing Detection. To evaluate the
performance of our proposed method for detecting video
splicing, we conducted experiments on the video splicing
dataset. However, due to the lack of publicly available
datasets for video splicing, there are no comparable
methods. Figure 6(c) presents several examples of correct
results on the video splicing dataset, where “Fake” denotes
forged videos and “Traced” refers to traced videos. As shown
in Table 5, our method achieved nearly 100% accuracy in the
experiment, which is mainly due to the small size of the test
set consisting of only 30 videos. In addition, spliced videos
often have signifcant semantic diferences, making them
easier to trace. Tese results demonstrate the efectiveness of
our proposed method for detecting video splicing.

Table 1: Robustness experiments with various video preprocessing and diferent hash bits on FaceForensics++.

Video
processing

FF++ raw (bits) FF++ C23 (bits) FF++ C40 (bits)
64 128 256 512 1024 64 128 256 512 1024 64 128 256 512 1024

None 0. 52 0.932 0.948 0.998 0.991 0. 47 0.944 0.944 0.998 0.990 0.846 0.941 0.946 0.997 0.991
Sharpening 0.850 0.930 0.949 0.999 0.991 0.845 0.943 0.945 0.999 0.989 0.847 0.942 0.945 0.996 0.991
Noise 0.844 0.937 0.944 0.999 0.990 0.844 0.933 0.940 0.999 0.991 0. 53 0.944 0.942 0.999 0.991
Blur 0.846 0.934 0.947 0.998 0.991 0.844 0.944 0.939 0.999 0.991 0.848 0.942 0.941 0.999 0.991
Median flter 0.850 0.935 0.948 0.998 0.991 0.844 0.945 0.941 0.998 0.991 0.851 0.942 0.946 0.997 0.992
Video crop 0.633 0.801 0.862 0.983 0.963 0.636 0.862 0.814 0.986 0.962 0.629 0.816 0.859 0.988 0.964
Bold values represent the best results in the correlation domain.

Table 2: Evaluation of cross-dataset performance on fve subsets of FaceForensics++ (FF++): DeepFake (DF), Face2Face (F2F), Faceswap
(FS), NeuralTexture (NT), and FaceShifter (FSh).

Training set Methods
Test set (ACC)

DF F2F FS NT FS

DF

Xception [54] 99.3 73.6 49.0 73.6 —
HRNet [51] 99.3 68.2 39.1 71.4 —

Face X-ray [52] 98.7 63.3 60.0 69.8 —
ADD [1] 98.7 — — — —

Grad-CAM [53] 99.2 0.76.4 49.7 81.4 —
Ours 98.8 0.9 . 9 . 99.1 9 .6

F2F

Xception [54] 80.3 99.4 76.2 69.6 —
HRNet [51] 83.6 99.5 56.6 61.3 —

Face X-ray [52] 63.0 98.4 93.8 94.5 —
ADD [1] — 96.8 — — —

Grad-CAM [53] 83.7 99.4 98.7 98.4 —
Ours 99.2 99.4 99.2 99.2 99.2

FS

Xception [54] 66.4 88.8 99.4 71.3 —
HRNet [51] 63.6 64.1 99.2 68.9 —

Face X-ray [52] 45.8 96.1 98.1 95.7 —
ADD [1] — — 97.9 — —

Grad-CAM [53] 68.5 99.3 99.5 98.0 —
Ours 99.9 99. 99.9 99. 99.9

NT

Xception [54] 79.9 81.3 73.1 99.1 —
HRNet [51] 94.1 87.3 64.1 98.6 —

Face X-ray [52] 70.5 91.7 91.0 92.5 —
ADD [1] — — — 88.5 —

Grad-CAM [53] 89.4 99.5 99.3 99.4 —
Ours 99.3 99.2 99.3 99.3 99.3

FS ADD [1] — — — — 96.6
Ours 9 . 9 . 99.0 99.3 99.1

We trained on one subset and tested on the other four subsets. Bold values represent the best results in the correlation domain.
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Figure 6: Experimental results on three diferent types of datasets are presented: DeepFake, video inpainting, and video splicing. (a) FF++,
(b) DAVIS-VI, and (c) video splicing.

Table 3: Comparison of accuracy (ACC) with existing methods on multiple datasets.

Methods Celeb-DF DFD FF++ (HQ)
Xception [54] 0.994 0.831 0.994
Face X-ray [52] 0.996 0.856 0.960
Grad-CAM [53] 0.794 0.919 0.992
STIL [55] 0.996 — 0.986
ISTVT [3] 0.998 — 0.996
MRL [56] 0.999 — 0.938
Ours 0.994 0.963 0.999
Bold values represent the best results in the correlation dataset.

Table 4: Comparison experiment of fne-grained accuracy (ACC) with recent works on FaceForensics++ high-quality (HQ) and low-quality
(LQ) datasets.

Methods
FF++ (HQ) FF++ (LQ)

Celeb-DF
DF F2F FS NT DF F2F FS NT

Xception 98.9 98.9 99.6 95.0 96.8 91.1 94.6 87.1 99.4
I3D 92.9 92.9 96.4 90.4 91.1 86.4 91.4 78.6 99.2
LSTM 99.6 99.3 98.2 93.9 96.4 88.2 94.3 88.2 95.7
TEI 97.9 97.1 97.5 94.3 95.0 91.1 94.6 90.4 99.1
ADDNet-3d 92.1 83.9 92.5 78.2 90.4 78.2 80.0 69.3 95.2
S-MIL 98.6 99.3 99.3 95.7 96.8 91.4 94.6 88.6 99.2
S-MIL-T 99.6 99.6 100.0 94.3 97.1 91.1 96.1 86.8 98.8
STIL 99.6 99.3 100.0 95.4 98.2 92.1 97.1 91.8 99. 
VTN 99.6 99.3 99.6 95.4 97.9 92.1 95.7 90.4 99.3
ISTVT 99.6 99.6 100.0 96.8 98.9 96.1 97.5 92.1 99. 
Ours 99.9 99.9 99.9 0.999 99.9 100.0 99.9 99.9 99.4

Table 5: Evaluation of classifcation and localization on diferent types of datasets.

Datasets
Localization (mIoU) Classifcation (%)

DMAC [62] DMVN [63] Ours ACC Total originals
DFD — — 0.726 94.9 363
DFS — — 0.880 100.0 133
Video splicing 0.828 0.751 0. 42 100.0 30
DAVIS-VI 0.828 0.751 0.  2 100.0 50
Bold values represent the best results.
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5.8. Experiment on Similar Scene Detection. To evaluate the
performance of our designed hash triplet loss in dis-
tinguishing similar videos on the DFS dataset, as shown in
Table 5, we evaluated our method on 133 forged videos
traced back to 54 real videos, achieving 100% accuracy. Te
large amount of data in the DFS dataset, which contains
578,613 frames, allows our method to fully exploit each
video’s unique features and exhibit excellent performance.
We also analyzed the experimental results on similar videos.
Figure 7 shows male and female subclips with similar
backgrounds captured from diferent angles in the same
room. Despite their similarity, our method can accurately
identify the original video. Te results demonstrate that the
hash triplet loss can efectively learn subtle diferences in
similar videos and address the nondiferentiable optimiza-
tion problem in hash code learning.

5.9. LocalizatorEvaluationExperiment. As shown in Table 5,
our method outperforms DMAC and DMVN in localizing
the suspicious regions of the two videos. Since these two
methods are relatively early, we applied an efective feature
extraction network based on ViT and CNN to more easily
mark the diferential regions of the two videos. Te ex-
periment shows that the localizator is efective in dis-
tinguishing the suspicious regions of the two videos.

5.10.AblationStudy. To validate the efectiveness of the hash
triplet loss, we evaluated our method from three aspects:
structure, activation function, and error analysis. Since the
average Hamming distance has a signifcant impact on the
quality of the generated hash centers, we used it as one of the
evaluation metrics [13].

5.10.1. Hash Triplet Loss. To validate the efectiveness of the
hash triplet loss structure, we evaluated the performance
using only the interclass or intraclass loss in Face-
Forensics++. As shown in Figure 8(a), when trained with
only the interclass loss, it is difcult to train the intraclass
videos to be similar to the hash center. Tus, the hash center
keeps changing, which cannot meet our expectations. When
trained with only the intraclass loss, despite various im-
proved algorithms and diferent training strategies that we
have attempted, the hash is always unstable and close to 0

→
or

1
→
. When both losses are trained together, the average

Hamming distance of the hash center gradually approaches
half of the hash bits. Te experimental results demonstrate
that the structure of the hash triplet loss is reasonable and
necessary.

5.10.2. Various Activation Functions

Ftahn �
(sign(x) + 1)

2
∈ 0, 1{ }

k
, (10)

Fsigmoid �
(sign(x − 0.5) + 1)

2
∈ 0, 1{ }

k
, (11)

Frelu � sign(x) ∈ 0, 1{ }
k
. (12)

We evaluated the performance of diferent activation
functions and their corresponding hash binary functions,
such as ReLU with equation (10), tahn with equation (11),
and sigmoid with equation (12). As shown in Figure 8(b),
with the help of hash triplet loss, the Hamming distance of
these activation functions can quickly stabilize at around half
of the hash bits. Tis suggests that the infuence of diferent
activation functions on the experimental results is minor,
while hash triplet loss is more important to the experimental
results.

5.10.3. Analysis of Incorrect Results. As shown in Figure 9,
we present examples of erroneous results on multiple
datasets. Te frst three videos share similar backgrounds
and human poses, except for diferences in the faces and
clothing. In the fourth video, two people swapped positions.
Te remaining videos have subtle diferences that are even
imperceptible to human observers. Tese errors are rea-
sonable and consistent with common sense. In our extended
experiments, we found that expanding the scope of tracing
(Top-10) can avoid these errors. Te errors in these ex-
perimental results indicate that our method is sensitive to
the structural content of videos. Tis demonstrates that our
method efectively learns the semantic structure of the video,
rather than relying on forgery traces. Tis property is
benefcial for improving the detection of unknown forgery
videos.
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Figure 7: Example results of experiments on similar videos in two diferent scenarios: one with a similar background and another with the
same background from a diferent angle.
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6. Conclusions

In this paper, we propose a reliable source-tracing-based
method for detecting forged videos, which provides trust-
worthy and interpretable detection results. Our method is
essential for scenarios that require reliable detection to
prevent the spread of rumors on the Internet. We introduce
the hash triplet loss to solve the nondiferentiable optimi-
zation problem of similar videos, which efectively improves
source tracing accuracy and the ability to distinguish similar
videos. Experimental results on various types of datasets
demonstrate that our method is capable of detecting video
forgeries and exhibits good robustness to various commonly
used video processing techniques on the Internet. Since our
method extracts forgery-independent features, it can be
easily extended to detect other types of video synthesis
forgeries. In conclusion, our proposed method provides an
efcient and reliable solution for detecting forged videos and
has great potential for industrial applications in the future.

Data Availability

Te dataset used in this paper is publicly available on the
internet: DFS (https://pan.baidu.com/s/1rBB_znROfLIXT
TiaPrP5Ng?pwd=DFS0), DAVIS-VI (https://pan.baidu.
com/s/1kLi_JZygE_JDkY7HYt8Oyg?pwd=VIN0), and Vid-
eoSplicing (https://pan.baidu.com/s/10SBHYpN3nB3pkJ
H3_IBnHg?pwd=VS00).

Consent

Te images collected as part of the DFS datasets were collected
with consent to publish from the participants, with the un-
derstanding that this may be used for future research purposes.

Disclosure

A preprint of our manuscript was published in https://arxiv.
org/abs/2112.08117 [76].
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Figure 9: We evaluate multiple datasets to analyze incorrect tracing results, which help us understand the focus of our method and analyze
whether the features learned by our method are efective in improving its performance. We believe that these errors are reasonable and can
be avoided by some software design techniques.
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Figure 8: Ablation studies of the hash triplet loss: average Hamming distance with various activation functions and diferent losses. (a) Hash
losses and (b) activation functions.
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