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With the advent of the multimedia era, the identification of sensitive information in social data of online social network users has
become critical for maintaining the security of network community information. Currently, traditional sensitive information
identification techniques in online social networks cannot acquire the full semantic knowledge of multimodal data and cannot
learn cross-information between data modalities. Therefore, it is urgent to study a new multimodal deep learning model that
considers semantic relationships. This paper presents an improved multimodal dual-channel reasoning mechanism (MDR),
which deeply mines semantic information and implicit association relationships between modalities based on the consideration of
multimodal data fusion. In addition, we propose a multimodal adaptive spatial attention mechanism (MAA) to improve the
accuracy and flexibility of the decoder. We manually annotated real social data of 50 users to train and test our model. The
experimental results show that the proposed method significantly outperforms simple multimodal fusion deep learning models in
terms of sensitive information prediction accuracy and adaptability and verifies the feasibility and effectiveness of a multimodal

deep model considering semantic strategies in social network sensitive information identification.

1. Introduction

Privacy is a significant concern for online social network
users because it affects their ability to control who can access
their personal information and how that information can be
used. Without effective privacy protection, users may be at
risk of having their personal information accessed or mis-
used by others, which can lead to various potential harms
such as identity theft, financial fraud, or online harassment.
By protecting user privacy, online social networks can help
ensure that users feel safe when using the network and
contribute to building trust and confidence throughout the
network. In addition, protecting user privacy is also im-
portant for online social networks themselves. If users feel
that their personal information is not adequately protected,
they may be less likely to use the network, which could

reduce the network’s user base and decrease its overall value.
By protecting user privacy, online social networks can help
maintain and expand their user base, which is critical to their
continued success. Although users may be reluctant to share
personal data, the inherent linkages between public data and
private data often result in serious privacy breaches. The
2021 Data Security Conference has once again received
much attention and various voices on data security have
emerged. According to incomplete statistics, since 2015, the
number of Internet black-gray industry professionals has
exceeded 400,000. Although public data show that the do-
mestic network security industry is expected to exceed
60 billion yuan in 2019, the black-gray industry has already
reached a scale of 100 billion yuan. These studies show that
private data are often subject to reasoning attacks, where
enemies analyze a user’s public data to illegally obtain
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information about their private data. However, few social
network users are aware of the serious dangers of privacy
breaches, so in the face of explosive growth in network data,
maintaining a safe environment for the dissemination of
information in the network community is a domestic and
international need for the network environment.

With the widespread deployment of heterogeneous
networks, a large amount of high-capacity, high-diversity,
high-speed, and high-accuracy data has been generated.
These multimodal big data contain rich information between
modalities and across modalities, which poses a great chal-
lenge to traditional sensitive information identification
methods. The research on multimodal sensitive information
recognition in online social networks is an important re-
search field in the automatic recognition of sensitive in-
formation in online social networks. This can be used for
various purposes, such as detecting and removing harmful
content, protecting user privacy, and developing more ef-
fective auditing tools. By identifying sensitive information
such as personal information, potential offensiveness or
harmful content, or illegal activities, it helps prevent un-
authorized parties from accessing users’ personal data, such
as financial information or login credentials, and using it for
malicious purposes, such as identity theft or fraud. In ad-
dition, these systems can be used to monitor users’ activities
and any suspicious behavior on the network, such as
attempting to access personal information without permis-
sion. By detecting and preventing unauthorized access to
personal information, these systems can help protect user
privacy and protect their data from potential threats.

Effective detection of widespread sensitive content is
a critical issue. Research design of multimodal sensitive
information recognition systems is a relatively effective re-
sponse measure compared to systems that rely on a single
mode or method, as they can detect a wider range of sensitive
information. For example, systems that only use natural
language processing to analyze text may miss sensitive in-
formation contained in images or videos, or that is implied
rather than explicitly stated in text. By using multiple
methods to analyze network content, multimodal systems
can provide a more comprehensive view of sensitive in-
formation present on the network and can more effectively
detect and remove it. Another advantage of multimodal
systems is that they can be more robust when faced with
attempts to evade detection. For example, users attempting to
share personal information on the network may try to hide it
in various ways, such as using abbreviations, initialisms, or
slang, or by embedding it into images or other nontextual
content. A multimodal system that has been trained to
recognize various disguises can more effectively detect and
prevent this type of sensitive information, while a system that
only uses a single mode or method may be more easily fooled.
In general, multimodal sensitive information recognition
systems are considered an important research area because
they can help make online social networks safer for all users.
By automatically detecting and removing sensitive in-
formation, these systems can protect users’ privacy, prevent
the spread of harmful content, and make the development of
more effective review tools possible.
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In this paper, we attempt to learn the semantics of users’
sensitive information in multimodal social network envi-
ronments. We focus on the application of multimodal data
interaction, feature fusion, knowledge perception, and related
data mining in the field of social network privacy protection.
Considering the characteristics of social networks, such as the
diversity of data types posted by users, the accumulation of
historical information leading to the leakage of sensitive
information, and the differences in the definitions of sensitive
information among different users, we propose an improved
multimodal data fusion dual-channel multihop reasoning
mechanism based on information content, data attributes,
and user features, considering the background knowledge of
users and the historical records of data published in social
networks. The mechanism realizes the interaction of different
modal data, explores the implicit correlations between dif-
ferent modalities, and determines the meaningful sensitive
features in historical data. In addition, based on the user-
defined sensitive list, we propose an adaptive multimodal
spatial attention mechanism to generate an understanding of
user-sensitive information, implement the rapid screening of
implicit sensitive information, and prevent privacy in-
formation leakage caused by data association.

As shown in Figure 1, in multimodal sensitive in-
formation recognition, we consider the potential semantic
dependencies in visual and textual contexts, attempt to mine
the implicit correlations between multimodal data, and en-
hance the semantic representation of sensitive information
through feature fusion and adaptive attention mechanisms.
Given a user’s social dynamics (including images, image
descriptions, text, sensitive lists, and historical privacy set-
tings), we can improve the accuracy of the decoder’s response
through iterative interaction, knowledge reasoning, and the
fusion of visual and textual features. In this way, we can obtain
sensitive items that may reveal the user’s privacy.

The structure of this article is as follows. In Section 1, we
will discuss the existing challenges in the field of identifying
sensitive information in online social networks and introduce
our proposed solution. Section 2 will provide an overview of
previous research on privacy protection in online social
networks, focusing on the problems and challenges that
motivated our approach. In Section 3, we will describe the
user-sensitive data leakage problem that our paper aims to
solve. Section 4 will detail the method we propose for
identifying sensitive information, including our approach to
feature extraction, the improved multimodal semantic
strategy, and the multimodal adaptive spatial attention
mechanism. In Section 5, we will describe our experimental
procedures and analyze the results of our experiments.

The main contributions of this thesis are summarized as
follows:

(1) We propose an improved two-channel multihop
reasoning mechanism for interactive reasoning of
user image and text data in social networks to mine
and exploit the implicit correlation between multi-
modal data. It breaks the semantic gap between
cross-modal data and enriches the semantic repre-
sentation of privacy in query text and image.
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FIGUure 1: Diagram of a multimodal sensitive information recognition framework.

(2) User’s personal sensitive preference is the difficulty
of privacy protection technology. We enhance the
representation of sensitive information preference by
adding user-defined sensitive list and putting it into
the two-channel multihop reasoning mechanism and
finally realize personalized user privacy preference.

(3) We design an improved multimode spatial attention
codec architecture to dynamically select the feature
information that requires attention, so as to achieve
accurate recognition of sensitive information.

2. Related Work

As the Internet continues to rapidly develop, a wide variety of
social platforms have emerged, and users often provide personal
information when using these platforms, including identifica-
tion numbers, phone numbers, addresses, and health data.
However, as technologies such as big data, cloud computing,
and deep learning have evolved, network privacy vulnerabilities
have become increasingly serious. The security environment of
network communities is a major concern for both domestic and
foreign users. Maintaining a secure environment for the dis-
semination of information in network communities has become
a major challenge that needs to be addressed.

2.1. Research on Privacy Protection. Existing privacy pro-
tection methods for social networks are mostly based on
anonymous algorithms for social network privacy protection
models and on differential privacy-based social network privacy
protection models. The former is mainly used for potential
privacy attack problems, where the attacker is unable to identify
themselves from a dataset consisting of multiple individual

records and corresponding sensitive personal data. In order to
overcome the weaknesses of traditional k-anonymity, Al-Asbahi
[1] used an I-diversity method based on clustering techniques to
communicate more substantial privacy protection and struc-
tural anonymity. In order to reduce the risk of sensitive in-
formation leakage or loss of a large amount of information, Lian
and Chen [2] proposed a personalized (a, p, k) anonymous
privacy protection algorithm. According to the sensitivity level
of sensitive attributes, different anonymization methods are
used for different levels of sensitive values in equivalent classes
to achieve personalized privacy protection of sensitive attri-
butes. In addition, location privacy research has a positive effect
on preventing user-side write issues. Unlike traditional
methods, Theodorakopoulos et al. [3] proposed location his-
togram dynamic privacy to focus on the efficiency of different
locations being accessed. Ruan et al. [4] proposed an efficient
location sharing protocol that supports location sharing be-
tween friends and strangers while protecting user privacy.
The effectiveness of a model in deep learning is proportional
to the amount of available data, and large-scale massive data are
indispensable. In order to enhance the availability of privacy-
sensitive data in third-party infrastructure, Xu et al. [5] designed
a secure computing protocol for the hybrid function encryption
scheme, training deep neural networks on multiple encrypted
datasets collected from multiple sources; while ensuring the
accuracy of the model, the data confidentiality is improved.
Despite this, data owners still worry about privacy leaks when
providing sensitive data for model training. To solve this
problem, Li et al. [6] proposed noninteractive privacy-
preserving multiparty machine learning, providing an effec-
tive communication method for data owners. Similarly, Wang
et al. [7] proposed that all sensitive data be operated in ci-
phertext rather than decrypted during the model training and



epidemic risk prediction stage. Lei et al. [8] considered privacy
from a more granular perspective, protecting user facial features
based on reversibility and reusability. In addition, data en-
cryption for privacy protection is a common means. Idepefo
et al. [9] combined blockchain technology with cryptography,
hash, and consensus mechanisms. Xie et al. [10] proposed
a hybrid data method based on homomorphic encryption and
AES and constructed a multiclass support vector machine-
based privacy-preserving medical data sharing system. How-
ever, excessively encrypted data will lead to a decrease in the
accuracy of social user recommendations. Therefore, Chen et al.
[11] improved on the basis of the additive secret sharing scheme
and proposed a security comparison protocol and a division
protocol, which strengthened the data privacy protection rec-
ommendation system.

In addition, some scholars are committed to privacy pro-
tection research in the Internet of Things [12-15], based on
context privacy protection and user effective feature-based
privacy protection in social networks. Chen et al. [16] pro-
posed a privacy protection optimal nearest neighbor query (PP-
OCQ) scheme that implements secure optimal nearest neighbor
queries in a distributed manner without disclosing sensitive user
information. Li and Zeng [17] presented a novel NRL model for
generating node embeddings that can handle data in-
completeness resulting from user privacy protection. Addi-
tionally, they proposed a structure-attribute enhanced matrix
(SAEM) to mitigate data sparsity and developed a community-
cluster informed NRL method, c2n2v, to further enhance the
quality of embedding learning. Zhang et al. [18] developed
a machine learning-based method to calculate malicious ser-
vices and protect user data through direct and indirect trust,
effectively controlling or associating leaked datasets in online
social networks (OSN) and establishing a trust evaluation model
in OSN. These privacy protection technologies are constantly
maturing, but in the research process, the multimodality of
social network information data has not been considered, and
the relevant data analyzed are thin, and it is impossible to
integrate multimodal data into the data.

2.2. Sensitive Information Identification. Effective identifica-
tion of sensitive information is an effective way to improve
privacy protection. Some scholars have studied automatic
detection models of sensitive information. Heni and Gargouri
[19] showed a method for identifying sensitive information in
Mongo data storage, which is based on semantic rules to
determine the concepts and language components that must be
segmented, retrieves the attributes that are semantically cor-
responding to the concepts, and implements them as an expert
system for automatically detecting segment candidates of at-
tributes. Ding et al. [20] constructed a corpus to train the
detection model, applied the BERT method to detect problems,
and finally obtained a BERT-based automatic detection model
of sensitive information. Botti-Cebria et al. [21] proposed an
auxiliary proxy to detect sensitive information according to the
different categories (i.e., location, personal data, health, per-
sonal attacks, emotion, etc.) detected in the message. Liu et al.
[22] trained sensitive data to establish a decision tree, which can
classify and identify known data and can mark and encrypt the
identified sensitive information to achieve intelligent
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recognition and protection of sensitive information. Kaul et al.
[23] proposed a knowledge and learning-based adaptive system
for sensitive information identification and processing. Gao
et al. [24] used image caption technology to track the spread of
image information on the network through text. Wang et al.
[25] described the underlying reasoning behavior through
Bayesian networks, resisting attackers’ reasoning attacks on
sensitive information. Petrolini et al. [26] developed a classifier
that can monitor documents containing sensitive data, making
it easier to identify and protect sensitive information. Braca-
monte et al. [27] studied users’ perceptions of monitoring
sensitive information tools, quantitatively and qualitatively
applying their reactions. Wu et al. [28] proposed a constraint
measure to minimize the spread of sensitive information and
relied on the Bandit framework to adaptively execute the
spread constraint measure. Singh et al. [29] used local sampling
to generate differentially private sensitive information, gen-
erating useful representations while maintaining privacy. Gao
et al. [30] proposed a scheme through research that can audit
the integrity of all encrypted cloud files of keywords of interest
to users by only providing encrypted keywords to TPA, while
unable to infer sensitive information such as files containing
the keyword and the number of files containing the keyword.
Neerbek [31] proposed to learn the phrases and structures that
distinguish sensitive and nonsensitive documents in recursive
neural networks. Unfortunately, with the rapid growth of cloud
computing and remote workforce, organizations must handle
a large amount of unstructured data, so automatic detection
and recognition of secrets and sensitive information in struc-
tured and unstructured data is particularly important. Ahmed
et al. [32] showed us the benefits of using deep learning to
identify context-related sensitive information in unstructured
data. Botti-Cebria et al. [33] proposed a method for auto-
matically monitoring sensitive information in educational social
networks. Cai et al. [34] first applied three enhanced techniques
in NER to Chinese sensitive information recognition based on
the study of unstructured data, greatly solving the uncertainty
and ambiguity of Chinese vocabulary and improving the ac-
curacy of sensitive information recognition. However, single-
mode data analysis has certain limitations in inferring the
sensitive information of the current social network.

2.3. Multimodal Feature Fusion. The different modes of data
dissemination make data modes diversified, so the study of
multimodal fusion is gradually applied to various research
fields. In the task of sentiment analysis, the importance of
single modal data to the emotional result is not constant.
With the extension of the time dimension, the emotional
attributes of a specific natural language will be affected by the
natural language data. Qi et al. [35] fully considered the
long-term dependency between modes and the offset effect
of nonnatural language data on natural language data,
solving the long-term dependency within modes. Yan et al.
[36] adopted tensor fusion network to model the interaction
of multiple modes and achieve the emotion prediction of
multimode features. Hu et al. [37] proposed a graph dy-
namic fusion module to fuse multimodal context features in
the conversation. Chen et al. [38] proposed a feature fusion
method based on K-means clustering and kernel canonical
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correlation analysis (KCCA), which produces a higher
recognition rate than existing methods (such as aware
segmentation and tagging methods). Due to the inherent
characteristics of each mode, it is difficult for the model to
effectively use all modes when dealing with fusion mode
information. Zou et al. [39] proposed the concept of main
mode and used the method of main mode transformation to
improve the effect of multimodal fusion. Yoon [40] pro-
posed a cross-modal translator that can translate between
three modes and can train multimodal models based on
three modes using different types of heterogeneous datasets.
Ghosh et al. [41] developed a multimodal multitask
framework that utilizes a novel multimodal feature fusion
technique and a contextuality learning module to handle
emotional reasoning (ER) and accompanying emotions in
conversations. Then, in the rumor detection task, Wu et al.
[42] proposed a new multimodal collaborative attention
network (MCAN), which combines multimodality extracted
from text, spatial domain, and frequency domain (textual
and visual) feature fusion as a method for detecting fake
news. Experiments show that MCAN is able to learn cor-
relations among multimodal features. Dhawan et al. [43]
proposed an end-to-end trainable framework based on
graph neural network (GAME-ON), which allows instant
interaction between different modalities inside, and evalu-
ated the framework on two effectiveness parameters on
publicly available datasets. Azri et al. [44] proposed to use
a multimodal fusion framework to evaluate message accu-
racy in social networks (MONITOR), which adopts su-
pervised machine learning and utilizes all message features
(text, social context, and image features) to provide in-
terpretability for decision making. Chen et al. [45] proposed
a multimodal fusion network (MFN) to integrate text and
image data from social media, which uses self-attention
fusion (SAF) mechanism to value for feature-level fusion.
On the other hand, video captioning is a very challenging
computer vision task. They used natural language sentences
to automatically describe video clips. Bhooshan, R. S.
et al.(2022) [46] proposed a neural structure based on
discrete waveletconvolution and multimodal feature atten-
tion to generate video subtitles. Gao et al. [47] proposed
a new paradigm for encrypted cloud data integrity auditing
based on sensitive information privacy keywords. In this
scheme, only the trusted third party auditor (TPA) pos-
sessing the encrypted keywords can audit the integrity of all
encrypted cloud files containing user-relevant keywords. The
scheme utilizes relationship authentication labels (RALSs) to
infer which files contain the keywords and how many files
contain sensitive information related to those keywords.
Experimental results demonstrate that the proposed scheme
satisfies correctness, audit soundness, and sensitive in-
formation confidentiality. In addition, the visual question
answering research that has emerged in recent years is also
a research hotspot in the field of computer vision. How to
fuse multimodal features extracted from images and ques-
tions is a key issue in VQA. Zhang et al. [48] designed an
effective and efficient module to reason complex relation-
ships between visual objects. They also learned a bilinear
attention module to guide the attention on visual objects

based on the given question. This combination of visual
relationships and attention achieved a more fine-grained
feature fusion. Chen et al. [49] adopted a dual-channel
multihop inference mechanism to reason and fuse image
features and text features to achieve cross-modal in-
formation interaction. Besides, Wang et al. [50] applied
multimodal fusion to similarity user recommendation sys-
tem and proposed an implicit user preference prediction
method with multimodal feature fusion. Combining text and
image features in user posts, the image and text features are
extracted using convolutional neural network (CNN) and
text CNN models, respectively, and then these features are
combined as a representation of user preferences using early
and late fusion methods. Finally, a list of users with the most
similar preferences is suggested. Ding et al. [51] applied
multimodal fusion to sarcasm detection and proposed
a multimodal-based postfusion sarcasm detection method
for postfusion with a three-level fusion structure and re-
sidual network model, which can better fuse the three
modalities into a unified semantic space, thereby improving
sarcasm detection. Xiao and Fu [52] combined visual lan-
guage fusion and knowledge graph reasoning to further
obtain useful information. In order to effectively detect
multimodal sarcastic tweets, Xu et al. [53] constructed the
decomposition and relation network (referred to as D&R
Net) to model cross-modality contrast in the associated
context. In this network, the decomposition network rep-
resents the commonalities and differences between images
and texts, while the relation network simulates the semantic
associations in the cross-modality context. Sankaran et al.
[54] developed a refiner fusion network (ReFNet) that en-
ables fusion modules to combine powerful unimodal rep-
resentations with powerful multimodal representations. This
approach addresses the large gap in existing multimodal
fusion frameworks by ensuring that unimodal and fused
representations are strongly encoded in the latent
fused space.

Inspired by the field of visual dialogue, the task of iden-
tifying sensitive information on social networks is to fully
understand the privacy semantics of users, recognizing privacy
items not only from text history but also from visual-based
information. In order to achieve our expectations, the fol-
lowing questions need to be considered. Firstly, to ensure the
comprehensiveness of the analysis results, we use multimodal
data (images and text) to decompose and integrate different
pose data features, which is a daunting task. Secondly, how to
make our designed reasoning mechanism similar to the visual
dialogue process, constantly adjusting the final conclusion
through the obtained information. Finally, since user-sensitive
information varies from person to person, how to incorporate
user-sensitive preferences into the information reasoning
mechanism, enhance sensitive semantic information, and
achieve the goal of personalized protection of user privacy.

3. Problem Description

The first problem we have to face is how to get a large and
diverse set of sensitive data. This is a common challenge in
the field of sensitive information recognition, as there are no



publicly available and widely accepted sensitive information
datasets. In fact, all existing sensitive information recogni-
tion schemes rely on private datasets that cannot be accessed
for free, which is understandable because publishing sen-
sitive information may be illegal. To overcome this limita-
tion, we decided to manually collect and annotate real data
for the sensitive information recognition task. This enabled
us to create a dataset that can be used for training and testing
our model without violating any laws or regulations. Here
are three examples of social updates from a user in the past
month that we believe may reveal privacy and have
potential risks.

As shown in Figure 2, Mike posted a picture of their new
car on an online social platform with the caption “Just
bought this beautiful car! Can’t wait to take her for a spin!”
The image clearly shows the car’s manufacturer and model,
as well as the license plate number. If this information is
viewed by the wrong person, it could potentially be used to
locate and steal the user’s car.

As shown in Figure 2, Mike posted a message saying “I
just got a new job at ByteDance! I'll be starting there next
week, and I'm really excited.” While this message may seem
harmless, it could be sensitive if the user has not yet notified
their current employer of their resignation plans. The in-
formation in this message, if viewed by the wrong person,
could be used to harm the user’s current employment sit-
uation or steal their identity.

As shown in Figure 2, Mike posted a picture of himself
and his family with the caption “Having a great time on
vacation in Chengdu! I can’t wait to explore more of the city
tomorrow.” The picture shows the user and their family
standing in front of a well-known tourist spot in the city, and
the caption includes the name of the city they are
vacationing in. In this case, the user’s request to post the
picture and caption on a social platform is likely to reveal
sensitive information, such as their current location and the
fact that their home may be unoccupied. If this information
is viewed by the wrong person, it could potentially be used to
locate the user and potentially break into their home while
they are away on vacation.

It can be seen from the above social updates that it is
always important to be cautious about the information
shared on social media platforms, as it can potentially be
used by others in harmful ways. If we only focus on single-
modality data information, it will be difficult to fully
capture the semantic information contained in the data,
and it will be difficult to infer potential sensitive in-
formation. What is more troubling is that in multiple
dynamic examples, we can include information related to
natural persons in sentences other than those containing
user-sensitive information, or even in any sentence.
Therefore, it is important to look for privacy information
in social updates within a certain range, which leads to the
risk of false positives. In our examples, the task goal is to
find data that may contain sensitive information in dy-
namic data within a certain range, which means that we
need to reduce the false negative rate as close to zero as
possible. Therefore, it is important to research and design
multimodal semantic analysis strategies.
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Petrolini et al. [26] introduced the concept of “sensitive
topics” in their research on sensitive information, which is
helpful in judging whether a sentence is sensitive in-
formation based on the analysis of its topic. Unfortunately,
this unbiased approach ignores the user’s personalized
sensitive preferences. We have added different users’ sen-
sitive lists to solve this problem. We collected the user data
and grouped the sensitive topics according to the user’s
sensitive list. Table 1 lists the five main sensitive items for 50
users. For these sensitive items, we searched for their hottest
posts and related comments to obtain information about
elements that are likely to be related to sensitive topics.

4. Architecture

In the process of protecting privacy data on social networks,
understanding user-sensitive information is a critical bot-
tleneck, which typically requires analyzing the user’s his-
torical resource data and historical access control settings to
continuously adjust to determine the user’s sensitive pref-
erences. This process requires multiple adjustments and
inferences. Using a multimodal data bi-channel multihop
reasoning mechanism to determine user-sensitive prefer-
ences can help to use the rich potential information between
multimodal privacy data to generate access control privacy
permissions.

As shown in Figure 3, in this study, we focus on im-
proving the two-channel multihop inference mechanism
proposed by Chen et al. [49] for extracting sensitive in-
formation from user-posted resource data on social net-
works. First, we represent privacy information of users’
historical texts and images with feature representations. All
modal privacy feature representations are iteratively inter-
acted through the two-channel multihop inference mech-
anism. After multihop interaction, the multimodal features
are fused through the attention mechanism and finally input
to the decoder to generate understanding of user-sensitive
information.

4.1. Feature Representation. The input of this encoder is
social dynamic text, sensitive list, historical privacy setting,
image description, and image, and the output is language
and visual pattern learning feature representation. As shown
in Figure 2, the text and image are, respectively, passed
through Bi-LSTM [55] and pretrained Faster R-CNN [56] to
obtain the corresponding feature vector, to prepare for
multimodal feature interaction reasoning.

4.1.1. Text Feature Representation. Bi-LSTM has been widely
used in contextual text feature extraction, which can process
historical and future information in sequence data and
capture long-term dependencies in sequence arrays, thereby
improving the accuracy and efficiency of sequence modeling
tasks. The text input of the task includes the dynamic text D,
of user U}, the picture description P, and the sensitive list L.
For the convenience of processing, we combine the dynamic
text and picture description to generate resource text T, and
use the pretrained Glove to vectorize the input text data.
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What a wonderful holiday in Chengdu! I can’t wait to explore more cities tomorrow

FIGURE 2: Sensitive social dynamics released by Mike.

T just got a new job at ByteDance! I'm excited to start working there next week.

TaBLE 1: Grouping of the sensitive lists of 50 users and detection of sensitive words related to sensitive items.

Location Salary Religion Sex Health Location
Wage Blasphemy Gay Terminal illness Palestine
Salary Heresy Lesbian Incurable disease West Bank
Income Apostasy Bisexual Mental illness Gaza Strip
Pay Infidel Transgender Substance abuse East Jerusalem
Pay gap Idolatry Queer Addiction Golan Heights
Gender pay gap Sect Genderqueer Overdose Crimea
Race pay gap Cult Nonbinary Suicide Taiwan
Related topics Pay equity Extremism Pansexual Eating disorder Tibet
Minimum wage Fundamentalism Asexual Obesity Xinjiang
Living wage Conversion Homophobia Plastic surgery Kashmir
Pay discrimination Interfaith marriage Transphobia Genetic disorder North Korea
Pay secrecy Scripture Biphobia Birth defect South Korea
Bonus Religious violence Conversion therapy Infertility The Senkaku Islands
Commission Holy war Same-sex marriage Contagious disease The Spratly Islands
Overtime Jihad Gay rights Pandemic The Paracel Islands
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FiGURE 3: Feature extraction of multimodal data.

We combine dynamic text and picture descriptions to
generate the resource text Tq. Then, we use pretrained Glove
to vectorize the input text data, resulting in the word em-
beddings of the resource text, Tq={tql, tq2, tq3, ..., tqmj}.
This allows the text vectors to contain more semantic and
grammatical information. Then, we use Bi-LSTM to generate
the hidden sequence b = {bql,qu, by - - > by} and use the
last hidden state as the generated resource text feature ty>as
shown in equations (1)-(3):

T .
by = LSTM(tyr by, )i € {0,..,m — 1}, (1)
by =LSTM,(tyby1)sj € fm—1,...,0}, (2)
—
ty = | Byt byo | (3)

Historical privacy settings L and dynamic sensitive items
S are embedded in the same way and combined with Bi-
LSTM to generate historical privacy features

H,= {hql’ hpp hgs - - hqn} and sensitive item features

Sq = 15q1> 5420543 - - > Sgnj-

4.1.2. Image Feature Representation. Faster R-CNN on
ResNet-101 pretrained on Visual Genome data implements
bottom-up attention to extract visual features of salient
regions in input images. We took this model and pretrained
it on the Visual Genome data. Specifically, we employ the
Faster R-CNN framework to obtain object detection boxes in
input images. Then, nonmaximum suppression is performed
for each object region, and the top K (K = 36) detection boxes
are selected, each with a feature size G (G =2048). For each
selected region proposal i, define v; to be the average pooled
convolutional feature for that region, so that the final

representation of the input image is shown in the following
equation:

v={vi, vy ..., vk} € RKXC, (4)

This approach uses Faster R-CNN as a “hard” attention
mechanism, since relatively few image regions are selected
from a large number of possible configurations. In addition,
we also recorded the scaled geometric features of selected

image regions, denoted as B = {b;,b,,...,bx}, and b; is
shown in the following equation:
X yi w; by
b' = i> )i’ > > > > 5
: {xl Yo g h} (5)

where w; and h; are the coordinates, width and height of the
selected region i, respectively. w and h are the width and
height of the input image, respectively. These scaled geo-
metric features will be input into our multimodal dual-
channel information inference module.

4.2, Multimodal  Sensitive  Information  Reasoning.
Multimodal data contain not only intermodal information but
also rich cross-modal information. In order to learn the rich
intermodality and intersectionality information in multimodal
sensitive information data, most of the existing multimodal
deep learning models first use a deep model to capture the
private features in the modality and combine the modality-
specific original. The representation is transformed into
a high-abstract representation of a certain global space. Then,
these high-abstract representations are further concatenated
into a vector, which represents a multimodal global repre-
sentation. Finally, a deep model is used to model the high
abstraction of the connected vectors [57]. However, the



Security and Communication Networks

text
ko picture
v 4
— picture p—> model
— model v
text
t" J gpicture
k+1
y text
h text ) model
> —» h
model

picture
tk

text
t

—» n-1
—> picture
F— —> model >
v plext
e tpmme
4} n-1
—p text
> —>
‘74’ h model tpi(tmu

FIGURE 4: Dual-channel multihop reasoning module.

representation between modalities using this method is
connected in a linear manner, which cannot adapt to
complex relationships on multiple modalities and cannot
capture full semantic knowledge of multimodal data. It can
be seen that the combination of deep learning and semantic
fusion strategy is an effective method to solve multimodal
data fusion.

This section focuses on a new semantic fusion
strategy, which is used to input multichannel sensitive
information of user characteristics through a multimodal
dual-channel multihop reasoning mechanism. The dual-
channel multihop reasoning is used to mine the hidden
semantic association between multiple modalities and
jointly perform in-depth reasoning on sensitive in-
formation. This mechanism is mainly used in the field of
visual dialogue and has a good effect on the question-
answering mechanism.

As shown in Figure 4, the dual-channel sensitive in-
formation multihop reasoning mechanism is realized
through two modules, namely, the image module and the
text module. The image module fully understands sensitive
semantic information through image features, and the text
module fully understands sensitive semantic information
from historical privacy features. The reasoning path of the
image moduleis I, — H, — I; — ... — I, and the
reasoning ~ path  of the text —module s
H, — I, — H; — ... — H,,. After the two modules
are built, the output of the two modules needs to be iterated
multiple times. Interaction and synchronous capture of
information can not only make use of the hidden associa-
tions in text and images but also greatly enrich the un-
derstanding of sensitive semantic information.

4.2.1. Image Module Initialization. The image module is
designed to enrich the semantic representation of sensitive
information from images. The input of the image module is
the query text t ., and the image feature v, and then it
outputs the perceptual representation of the image privacy
features. First map these feature vectors to the dp;qype di-
mension vector and then use the attention mechanism to
calculate the soft attention of all target detections, as shown
in the following equation:

F = f;icture(tpicture) f;icture (V), (6)

where f represents a two-layer perceptron with ReLU ac-
tivation, the dimension of the input feature is d, W* is the
vector matrix of softmax activation, and o is the Hadamard
product. The privacy-aware attention weight « is obtained by
the following equation:

o= softmax(WSFS + bs). (7)

Then, the privacy-aware attention weight is applied to
the image feature v, and the privacy-awareness of the image
is calculated by the following equation:

K

out

tirack = Z o XV (8)
j=1

4.2.2. Text Module Initialization. The text module is
designed to enrich the semantic representation of sensitive
information from historical texts. The input of the text
module is the query text feature t,,, and the historical
privacy feature h, and then it outputs a query-aware rep-
resentation of the text privacy features, as shown in equa-
tions (9) and (10):

Z = fiext (ttext) f:,ext (h), (9)
n= softmax(WZZZ +b%), (10)

where f represents a two-layer multilayer perceptron with
ReLU activation, which converts the dimension of the input
feature to d,,. W? is a vector matrix with softmax acti-
vation, and o is the Hadamard product. From the above
equation, we obtain the attention weight # for query per-
ception. Next, the attention weight of query perception is
applied to the historical privacy feature h to calculate the
query-aware representation of historical privacy, as shown
in the following equation:

A T
ﬁzzﬂjxﬁj. (11)
j=1

A
Next, apply h to the two-layer perceptron, with ReLU
activation in the middle, and then add the representation of
the sensitive list s to enhance the representation of historical
text features on sensitive semantics, and finally obtain the
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perceptual representation of historical privacy, as shown in
equations (12) and (13):

N
g= wﬁReLU<W;h + b;) +b, (12)

out
text

= LayerNorm (g + s). (13)

4.2.3. Dual-Channel Multihop Reasoning. After initializing
the image module and the text module, it is necessary to
iteratively interact with the information of the two modules
and deeply dig and utilize the implicit relationship between
the image and the text. Multihop inference includes two
types of multihop inference. One is the multihop inference
starting from the image and ending with the image, as
shown in I, — H, — I; — ... — I,,. The other is
the multihop inference starting and ending with historical
privacy, as shown in H; — I, — H; — ... — H,.
We implement each inference path through an image
module and a text module.

Reasoning path 1 (starting and ending with the im-
age): After initializing the image module with the image
feature v input by the user and the text f, to be queried,
t241 is obtained through the calculation of the image

icture

module and then combined with the historical privacy
feature h and input into the text. In the module, o is
calculated and then combined with the image feature v,
and it is input into the image module to get tplcture This is
an interactive reasoning process, and then it 1terat1vely
proceeds in this way. Finally, the inference result tplcture of
the image module is obtained. The specific process is as
follows:

out,

Step 1: Picture ( (tq), v) — Lpicture
Step 2: Text((£piure) 1) — tomt

picture/>

Step 3: Picture ((fpt), V) — ¢

outy
picture

Repeat steps 1, 2, 3 iteratively. . .

Reasoning path 2 (starting and ending with text): After
initializing the text module with the historical privacy
teature h, prlvacy list feature s, and query feature ¢, input
by the user, t2U is obtained through the calculation of the
text module. Afterwards, the image features v are input
into the image module to compute t°..2 .. Then, the his-

icture*
torical privacy features h and the perIE)lCY list features s are
combined and input into the text module to obtain s,
This is an iterative process of interactive reasoning, and the
computation contmues in this manner. Finally, the in-
ference result tpar of the text module is obtained. The
specific process is as follows:

out;

Step 1: Text((t )b, 8) — tiext

t t

Step 2: PlCture( (tt;{tl) V) gitzure
t t

Step 3: Text( (t;lcfure% h,s) — toni

Repeat steps 1, 2, 3 iteratively. . .
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Through the dual-channel multihop reasoning mechanism,
the final result of multimodal feature interactive reasoning can
be obtained, preparing for subsequent feature fusion.

4.3. Multimodal Fusion. Before fusing the polymorphic
representations tplcture and ., generated by the tracking
module and the positioning module, we use the text feature ¢
to be queried to enhance the representations of ¢7, . and
tr. as follows:

n

/\
plcture fatt (t) fatt( plcture) (14)

text fatt (t) fatt (ttxt) (15)

where f represents a two-layer perceptron with ReLU acti-
vation. After obtaining the enhanced polymorphic repre-
sentation, the representations of the two modules are fused,
as shown in equations (16) and (17):

1/\” 1 2/\n 5
€ =[Wftpicml’e+b ’Wfttext+bf]’ (16)

= tan h(Wie + b)), (17)

4.4. Multimodal Adaptive Spatial Attention Decoder. A
multimodal spatial attention decoder is a neural network ar-
chitecture for combining information from multiple modalities,
such as audio, video, text, and image data, to make predictions
or perform other tasks. It uses an attention mechanism to
measure the importance of each pattern in a given context and
then combines information from all patterns in a way that
allows the network to make more accurate predictions.

4.4.1. Attention Mechanism. The essence of the attention
mechanism is to locate the information of interest and
suppress useless information. The attention mechanism in
the multimodal spatial attention decoder is used to measure
the importance of each modality in a given context. This
means that the network can focus more on one mode than
another, depending on the specific task requirements, for
example, if the network is trying to recognize a word being
spoken, it may focus more on audio data than visual data;
once the neural network weighs the importance of each
modality, it combines information from all modalities to
make more accurate predictions, which may involve simply
concatenating information from all modalities or may in-
volve more complicated processing. The exact details of how
a multimodal spatial attention decoder performs this fusion
will depend on the specific architecture of the network.

4.4.2. Decoder. The multimodal decoder employed in
this paper is an improvement on the adaptive spatial
attention decoder. A recurrent neural network-based
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approach is adopted that not only focuses on meaningful
information but also decides as needed whether to rely on
visual information or a language model to predict the
next word in a sentence. The multimodal recurrent neural
network can bridge the probability correlation between
images and sentences, which solves the problem that new
sensitive information cannot be generated when re-
trieving corresponding sensitive information in the
sentence database based on learned image-text mapping
in previous work. Unlike previous work, the recurrent
neural model learns a joint distribution in semantic space
given words and images. When multimodal features are
present, it is possible to analyze the temporal de-
pendencies hidden in multimodal data with the help of
explicit state transitions in hidden unit calculations,
using the time backpropagation algorithm to train pa-
rameters, and generate verbatim from the captured joint
distribution sentence.

As shown in Figure 5, in the encoder-decoder frame-
work, the log-likelihood of the joint probability distribution
can be decomposed into ordered conditions by using the
multimodal fusion feature representation and the features to
be queried in the previous stage, using the chain rule, as
show in the following equation:

T
logp(y) = ZIng(ytb/l, Ve b S, v,h). (18)
t=1

Each conditional probability is modeled using a re-
current neural network, as shown in the following
equation:

P(ytlyl’“'>)’t—1>t’5’v’h) = f(h. ), (19)

where fis a 2-layer perceptron activated by ReLU and A, is
the hidden state of RNN at time ¢. In this paper, LSTM is
used to model 4,, as shown in the following equation:

hy = LSTM (9,1, hy_y), (20)

where y, ; is the representation of sensitive information
generated at time ¢ — 1.

Given the query feature ¢, historical privacy feature h,
image feature v, privacy list s, and hidden state h,, we input
them through a single-layer perceptron with a softmax
function to generate query features and sensitive list features,
Tround history privacy, and 4 attention distributions over K
object detection features per image. The spatial attention
model definition of the multimodal context vector ¢, is
shown in the following equation:

¢ =g(t,hvsh). (21)

The first is the historical privacy vector my,, which is
defined as follows:

2 = Wi tan h(W h +(Whh, )E), (22)

h h
«, = softmax (zt ), (23)
where E is a vector with all elements setto 1 and W, Wg, wh
are learning parameters. Afterwards, the query vector m_t is
obtained as follows:

!
h
my, = Z o ih; (24)
i=1

Similar to the calculation of the query text, we obtain the
participating query vector m1,, image vector m,,, and sensitive
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list vector m,, and then fuse these three context vectors to
obtain the context vector ¢,, as shown in the following
equation:

¢, = tanh(W_ [m, -mg-my, -m,)]), (25)

where [-] represents the multiplication between vectors, W,
which denotes the learnable parameters, is used to compute
the vector, ¢, and the vector ct is then combined with A, to
predict the next wordy,,;. ¢, is the multimodal context vector
at time t. In the attention-based framework, ¢, depends on
both the encoder and the decoder. At time t, the decoder will
focus on specific areas of text and images according to the
hidden state. In order to improve the adaptive ability, the
extended LSTM is used to obtain the visual sentinel s,, as
shown in formulas (26) and (27):

9 =0(Wox, + Wyh,_)), (26)

s; = g, o tanh(m,), (27)

where W, W, are learning parameters, g, is the gate applied
to the storage unit m,, and x, is the LSTM input at time ¢.

Based on the visual sentinel s,, the multimodal context
vector ¢, is calculated by an adaptive attention model, as
shown in the following equation:

¢, =0,5,+(1-6,)c, (28)

where 0, is the new sentinel gate at time t. When 0, is 1, it
means to use visual marker signal, and when 6, is 0, it means
only spatial image information is used when generating
predicted words. 6, is calculated by the attention distribution
a, on the spatial image, and the calculation process is shown
in equations (29) and (30):

0, =a,lk+1], (29)

a, = soft max[zt . wg tanh(Wsst +(Wght))]. (30)

In addition, we use the encoder output e as the em-
bedding to initialize the input of the decoder LSTM, as
shown in the following equation:

hy = LSTM(@, tq), (31)

where t, is the last state of the query LSTM in the encoder
and h, is used as the initial state of the decoder LSTM.

5. Experiment

5.1. Dataset. We evaluate our experiments with manually
annotated data posted by 50 students on social platforms.
Each student has 120 pieces of data, and each piece of data
includes content text, images, image descriptions, sensitive
lists, and historical privacy settings. There are a total of 6k
pieces of such data, including 6,000 pieces of image data and
24,000 pieces of text data. In the final training dataset, there
are 4800 images and 19,200 kinds of text information, and
the verification set has 600 images and 2400 kinds of text
information, and the experimental results are verified in the
test set of 600 images and 2400 kinds of text information.
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5.2. Development Platform and Environment. The experi-
mental environment is as follows:

Nvidia-SMI: 450.80.02.

Driver version: 450.80.02.

Cuda version: 11.0.

The operating system is Windows 10.

The design language is Python 3.6.0 (64-bit).

5.3. Data Preprocessing

5.3.1. Image Preprocessing. We use the pretrained Faster
R-CNN model in the Caffe framework to extract image
features from a collection of 6000 images. Faster R-CNN is
a state-of-the-art object detection model trained on large
datasets to recognize different objects in images. By using
a pretrained model, we can save a lot of time and effort
compared to training a model from scratch. In order to
extract image features, the Faster R-CNN model processes
each image and generates a feature vector of size 36 * 2048
for each image. This feature vector contains information
about the objects in the image, their locations, and the re-
lationship between them. As shown in Figure 6, we per-
formed object recognition on two images and marked the
objects whose recognition prediction values were greater
than 50% in the images.

In Faster R-CNN, the feature maps of each layer reflect
different levels of image feature information. Generally, the
shallow feature maps can reflect some low-level features of
the image, such as edges, corners, and textures, while the
deep feature maps can reflect some high-level semantic
information, such as the shape and texture of objects. These
feature maps can serve as inputs for subsequent target
classification and localization, helping to locate and identify
targets. To better understand the information contained in
each layer of feature maps, we performed a layer-by-layer
feature map output analysis of the image, as shown in
Figure 7.

5.3.2. Text Preprocessing. We convert all text data to
lowercase, set the maximum lengths of dynamic text,
image description, and sensitive list to 25 for dynamic text,
30 for image description, and 20 for sensitive list, and then
construct a secondary markup vocabulary. We utilize
distributed word representations with default parameter
settings on preprocessed text datasets and incorporate
pretrained glove models to construct the vocabulary for
the dataset. We obtained word embedding features for
each word in the dataset. One reason for choosing to use
word embedding instead of one-hot encoding to represent
words is that in one-hot encoding, when the vocabulary
size is too large, insufficient text may lead to poor word
features.

5.4. Results and Analysis. Our proposed model architecture
consists of multiple modules, and in this experiment, we
compare our work with unimodal and multimodal models
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FIGURE 7: Visualizing feature maps.

and evaluate the impact of our designed reasoning module =~ comparison models on our collected real-world data and
and multimodal spatial attention mechanism on contribu- show the performance of different comparison schemes in
tion to the final prediction accuracy. We train the following  Table 2.
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TaBLE 2: Evaluating the results of the experiment.
Model MRR R@1 R@5 R@10 Mean
T 2136 1517  26.67  35.33 17.21
\Y% 20.50 1433 2917  38.33 19.32
MD + MDR 3418 2983 4583 5417 15.20
MD +MDR+MAA 4415 33.68 53.79 56.12 18.46

The bold font in Table 2 shows the evaluation results of our model approach
in the same data set.

(i) Single-text model (T): we embed each text as a word
in the dataset and feed the feature vector into the
decoder for sensitive information identification.

(ii) Single-vision model (V): ours takes only the fc7
layer feature output from the pretrained Faster
R-CNN as input to our question.

(iii) Multimodal context fusion (MD + MDR): the
multimodal features (MD) of the complete text T,
image V, and user-sensitive preference S are taken
as input to the problem, and a dual-channel mul-
tihop reasoning module (MDR) is added.

(iv) Multimodal context fusion (MD + MDR+ MAA):
take the complete text and image multimodal fea-
tures (MD) as the input of the question and add
a dual-channel multihop reasoning module (MDR)
and adaptive multimodal space attention mecha-
nism (MAA), which ultimately generates responses
to sensitive information.

The experiment shows that single-modal feature analysis
has limitations in outputting sensitive information, and
processing multimodal data can enhance the representation
of sensitive information semantics in complex social envi-
ronments and relationships. Our model has good perfor-
mance in online social user-sensitive information inference.

6. Conclusions

This paper improves the spatial attention decoder by pro-
posing a multimodal adaptive spatial attention decoder. It
combines a dual-channel multihop reasoning architecture to
perform deep reasoning and prediction on user’s historical
sensitive data. This mechanism not only enables interaction
between images and text but also allows for a thorough ex-
ploration and utilization of their implicit correlations. When
predicting sensitive information, by paying attention to the
context and context information of text and images and
adaptively switching attention between visual information
and language models, the flexible and accurate identification
of sensitive user data is achieved, and in our study, from 50
volunteers, good results have been achieved in the data
collected by the authors. Afterwards, this work will be
combined with social network work access control to elim-
inate identified privacy items or set corresponding access
rights.

In addition to the lack of privacy semantics caused by data
diversity, another key challenge to protect online social net-
work data privacy is the dynamic nature of data. Because data
are constantly changing, it can be difficult to ensure that privacy
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is maintained over time. Traditional approaches to learning
from dynamic multimodal data, such as training a new model
every time the data distribution changes, can be time-
consuming and impractical for online applications. There-
fore, online learning and incremental learning have emerged as
promising real-time learning strategies for multimodal data
fusion. These methods allow new knowledge to be learned from
new data without losing large amounts of historical knowledge,
making them well suited to the dynamics and uncertainty of
online social network data. In the following work, we will try to
solve the privacy protection challenges brought about by the
dynamic changes of multimodal data by designing online and
incremental multimodal deep learning models.
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