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Artificial intelligence (AI), particularly machine learning (ML) and neural networks (NN), has various applications and has
sparked a lot of interest in the recent years due to its superior performance in a variety of tasks. Automatic speech recognition
(ASR) is a technique that is becoming more important with the passage of time and is being used in our daily lives. Speech
recognition is an important application of ML and NN, which is the auditory system of machines that realize the communication
between humans and machines. In general, speech recognition methods are divided into three types, i.e., based on the channel
model and speech knowledge method, template matching scheme, and the use of NN method. (e main problem associated with
the existing speech recognition methods is the low recognition accuracy and more computation time. In order to overcome the
problem of low recognition accuracy of existing speech recognition techniques, a speech recognition technology based on the
combination of deep convolution neural network (DCNN) algorithm and transfer learning techniques, i.e., VGG-16, is proposed
in this study. Due to the limited application range of DCNN, when the input and output parameters are changed, it is necessary to
reconstruct the model that leads to a long training time of the architecture.(erefore, the migration learning method is conducive
to reducing the size of the dataset. Various experiments have been performed using different dataset constructs. (e simulation
results show that transfer learning is not only suitable for the comparison between the source dataset and the target dataset, but
also suitable for two different datasets. (e application of small datasets not only reduces the time and cost of dataset generation,
but also reduces the training time and the requirement of computing power. From the experimental results, it is quite obvious that
the proposed system performed better than the existing speech recognition methods, and its performance is superior in terms of
recognition accuracy than the other approaches.

1. Introduction

Hearing loss affects an estimated 360–362 million individ-
uals worldwide [1]. (ese figures are anticipated to grow by
40% on average by the year 2035. Hearing loss is normally
due to two factors, i.e., age and noise. Hearing loss caused by
both of these factors, i.e., aging or noise, is gradual and
neither treatable, nor reversible. People with serious hearing
problems are frequently socially isolated, which can lead to
despair and a variety of other harmful outcomes. (e most
often used technologies for mitigating hearing loss are
hearing aids and cochlear implants. Even advanced listening
devices, on the other hand, create significant issues for the
hearing impaired people, as they typically improve speech
audibility but do not necessarily restore intelligibility in loud

social circumstances [2]. Humans have been observed using
the audio-visual aspect of speech to contextually reduce
background noise and concentrate on the target speech in
such situations. Furthermore, it is widely recognized that
visual information aids in the resolution of acoustical am-
biguities. For instance, people use AV cues in speech rec-
ognition, to properly interpret the conversation. (e
McGurk effect [3] shows that most people interpret a visual
“ga” with a spoken “ba” as “da.” (e visual signals, par-
ticularly, give information on the location of articulation [4]
and muscular movements, which can help distinguish be-
tween speeches with identical acoustic sounds.

Speech recognition is the auditory system of machines,
which can realize the communication between humans and
machines. In general, speech recognition methods are
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divided into three types, i.e., based on the channel model and
speech knowledge method, template matching scheme, and
the use of artificial neural network method [5, 6]. Compared
with the traditional speech recognition methods, the arti-
ficial neural network (ANN) has a great improvement in
modeling ability and speech recognition accuracy. (e
concept of deep learning (DL) is originated from the neural
network system of the human beings [7]. In 2009, DL was
first applied to speech recognition task [8]. According to the
current development of speech recognition technology,
speech recognition algorithms based on DL are mainly
divided into long short-term memory (LSTM) network [9],
deep neural network (DNN) [8], and convolutional neural
network (CNN) [10]. CNN can obtain better robustness by
using local filtering and maximum pooling technology.
(erefore, CNN has received extensive attention in the field
of image, video, and speech recognition in recent years
[11, 12]. In recent studies, CNN has been applied in the field
of speech recognition and has obtained promising results in
terms of accuracy. Compared with previous work, the
biggest difference is the use of deep convolution neural
network (DCNN) [13, 14]. In speech recognition, there are
differences in each person’s pronunciation, which can be
effectively removed by using DCNN and improves the ac-
curacy of speech recognition systems [15, 16]. DCNN
performs better on a large dataset, while, on small dataset, it
fails to give better recognition results due to the problem of
overfitting. DCNN needs a large dataset in order to prevent
the problem of overfitting, so the training and selection of
the DCNN architecture are very time-consuming, but an
important step. At present, the method used to reduce the
dataset size composed of images is the migration learning
technique, in which the model architecture is trained on a
large database and then tested on a smaller dataset, which is
known as target database. (e object recognition ability of
transfer learning techniques can be found in different
studies. Supported by transfer learning, several methods are
used for visual identification and are widely used in image
classification [17] and medical field [18, 19].

(e goal of this study is to demonstrate the breadth of
transfer learning’s applications and performance on a het-
erogeneous and sparse database. (e initial goal of the re-
search work is to demonstrate that transfer learning is
appropriate not just for situations, in which both the source
and target database are the same, but also for situations when
both databases are quite different. As a result, instead of
pictures, a pretrained DCNN is used to learn verbal al-
phabets from A to Z. (e AVICAR dataset has been utilized
as a database, and it comprises verbal alphabets from fifty
female and male speakers in various driving circumstances
[20]. Each letter’s audio recordings are converted into a
spectrogram using the Fourier transform as part of the
preprocessing procedure. (e DCNN is trained using the
produced pictures of the spectrograms, which are assembled
by alphabets. As a result, there are 26 classes in the multiclass
categorization problem. Furthermore, the dataset is kept
short in order to test the efficiency of a pretrained network
model using only the sparse database. (e VGG-16 is se-
lected as a pretrained DCNN [21]. It is a 16-layer

Convolutional Neural Network developed by the University
of Stanford’s Visual Geometry Group and pretrained on data
from ImageNet, a huge visual dataset for object identifica-
tion. It is one of the most advanced DNN architectures that
have been submitted to the ImageNet problem in recent
years. In this article, you will find an overview of DNN
models as well as a study of their computational needs,
power consumption, and inference time [22].

(is study uses DL and transfer learning techniques for
speech recognition. (e primary contributions of this study
are given as follows:

(i) (is paper proposes a method by combining DCNN
algorithm with transfer learning to realize the
speech recognition.

(ii) (e use of DCNN algorithm improves the accuracy
of speech recognition significantly, and the use of
transfer learning technique, i.e., VGG-16, reduces
the size of the dataset and helps in increasing the
recognition accuracy.

(iii) (e simulation results show that the transfer
learning method not only reduces the time and cost
of dataset generation, but also greatly saves and
reduces the training time.

(e remainder of this paper is organized as follows:
Section 2shows the related work section, Section 3 illustrates
the proposed methodology, Section 4 demonstrates the
experimental setup and results analysis, while Section 5
concludes the research work.

2. Related Work

Automatic speech recognition (ASR) has evolved into a
technology that is increasingly used in our daily lives. Word
recognition performance has been proven to reach 100% in
noise-free situations [23], but in noisy environments, per-
formance decreases quickly. Model normalization, reliable
feature extraction, and classification algorithm, as well as
speech augmentation approaches, are some of the strategies
that may be used to make ASR more resilient under these
situations. Speech augmentation is a common method for
this since it requires little to no prior information of the
surroundings in order to successfully decrease noise in the
voice signal and, as a result, increase identification accuracy.
By focusing solely on the acoustic channel, each of these
approaches aims to increase the quality of the ASR system.
Using visual characteristics taken from the visual move-
ments of a speaker’s mouth region in combination with the
auditory channel to increase noise resilience has been tried
with moderate success. A substantial amount of research has
been done in the subject of audio-visual ASR (AVASR) [24].
(e comparison of these two dissimilar techniques (speech
improvement vs. visual information fusion) to increase the
noise resilience of speech recognition in unfavorable settings
is of great interest. Due to the paucity of data that can allow
such assessments, it has been difficult to determine whether
acoustic speech augmentation or visual fusion is preferable,
or whether both techniques can be coupled to further boost
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resilience in noisy situations. So far, most AVASR research
has focused on increasing the visual information quality
[24], with the implicit assumption that the use of visual
information in the ASR system will enhance its resilience in
the presence of noise.

Transfer learning is a popular method for decreasing the
size of an image database. In this context, the saved weights
and an existing architecture from a comparable problem are
used to help learning on a novel developing challenge.
Transfer learning involves training the model architecture
on a massive training database afore transferring it to a new
and considerably limited target database. A research study
on the use of transfer learning techniques in different fields
was conducted in [25], which aims to show the importance
of transfer learning in various applications. Using transfer
learning techniques, there are several ways to accomplish the
task of visual recognition.

(e main objective of this research is to investigate the
applications and performance of transfer learning on a di-
verse and sparse database. (e primary objective of the
research study is to investigate that transfer learning is
suitable not only when both the training and testing dataset
are the same, but also when the two datasets are quite
dissimilar. (is study proposes a speech recognition system
based on the combination of DCNN and transfer learning
techniques. It is among the most advanced DNN archi-
tectures that have been submitted to the ImageNet problem
in recent years. In this article, you will find an overview of
DNNmodels as well as a study of their computational needs,
power consumption, and inference time.

3. Proposed Methodology

(is section of the paper describes the proposed method-
ology for carrying out the research study. (e proposed
methodology consists of different steps starting from dataset
collection, data preprocessing, and the use of transfer
learning techniques along with the deep convolutional
neural network.

3.1. Dataset Collection and Preprocessing. AVICAR dataset
comes from audio-visual speech corpus assembled from a
car using various sensor devices. (e University of Illinois
scholars acquired and recorded it in 2004. (e data was
collected using eight microphones installed on the solar
shield and four camcorders placed on the dashboard. Sep-
arated letters, contact numbers, separated digits, and phrases
were the four types of speech that were gathered. All of the
classes are captured in English from both 50 female andmale
speakers each, under five distinct driving circumstances,
each with closed and open windows and idling, at the speed
of 35 and 55 mph. (e data is open to the public and is
available without any cost. (e audio data of isolated letters
is collected in this study in all five driving situations for
additional analysis. For every alphabet from A to Z, 200
audio files are selected for training and 50 audio files are
selected for testing, respectively. For each letter, audio re-
cordings of both female and male voices were saved in

separate places. A total of 13000 audio files are generated, in
which 10400 are selected for training, while the rest of the
2600 are used to test the model.

A spectrogram is created for each audio file. (e fre-
quency band of a voice is shown by the spectrogram of an
audio recording. (is technique is used in music, acoustics,
radio, and speech identification. (e Fourier transform is
utilized to produce spectrum from voice files in this study.
Figure 1 illustrates the spectrograms of the alphabets from A
to D.

As the dataset is sparse, so the data augmentation is
applied. Using label-preserving transformations, data aug-
mentation approaches achieve the goal of artificially en-
larging the dataset. Because of the existence of sparse
datasets, data expansion is carried out, and label preserving
transformation is used to realize the manual expansion of
datasets. In order to enlarge the data, there is no need to
generate new images, and the existing dataset is slightly
modified, using different augmentation techniques like
flipping, rotation, and translation. When these images are
given to the neural networks, they consider it as distinct
images. In this paper, different enhancement adjustments
are tested, and the best results are obtained through random
rotation and randomwidth movement.(e converted image
is generated from the original image, which is produced on
the CPU during the training of the last batch that is not
required to be stored.

3.2. Transfer Learning Techniques. Training a DCNN on a
short dataset, even when augmented with data, as demon-
strated in many research papers [10, 11], does not yield
sufficient results, ss discussed earlier that training the DCNN
on small datasets gives unsatisfactory results. (e results
produced by this approach are different from the theory, so
transfer learning techniques are used to solve this problem.
In addition to the pretrained weights, there are different
architectures that can be freely used for identification, fine-
tuning, and feature-extraction. In this paper, the VGG-16
model is used for further work, because compared with other
available models, the testing accuracy results of the VGG-16
model are much better than those of the other models.
Figure 2 shows the VGG-16 architecture, which starts with
an input image of size 244× 244× 3 and then adds con-
volutional layer having 3× 3 field size, a stride size of 1, as
well as 5 Max-pooling layers having 2× 2 window size. Next,
3 fully connected layers are used, and finally softmax is used
as the activation function at last. For all the hidden layers, the
rectified linear activation unit (ReLU) and activation
function are used. (is architecture is trained on ImageNet
dataset. (e ImageNet is an image data set, composed of the
above 14M images. (ese images are manually categorized
to identify the objects in the image dataset. A subset of over 1
million pictures is utilized to train the VGG-16 model, and
the images are categorized into 1000 item categories to
generate a wide range of image feature representations.
Pretraining has the benefit of recognizing the correlations
between objects and creating a structure, and forming
classifications on a large and varying dataset that may be
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adjusted and gathered into new tasks to complete the
redesigned tasks. Literally, it shifts learning progress to the
current topic.

When utilizing limited datasets, the benefits of transfer
learning for visual identification are widely documented. For
small datasets and visual recognition, transfer learning is
very suitable, especially in medical image analysis, in which
usually a very small dataset is used, and DCNN is the
preferred method of analysis of medical images. (e pre-
training of large data sets extracts useful features from the
data, applies those features to the subsequently given tasks of
small datasets, and proposes improvements in learning the
sparse data.

4. Experimental Setup and Results Analysis

(e experimental setup and simulation results are discussed
in this section. (e experimental setup includes a laptop
system having the specifications of: core i7, 7th generation,
RAM of 16GB, Hard disk of 500GB, 128GB of SSD, and
2.7GHz processor operating on Windows 10. (e IDE used
for carrying out the simulations is Spider and Python is the
language used for the implementation of the algorithms. For
the implementation of AVICAR dataset Keras deep learning
(DL) framework is used, which uses TensorFlow at the
backend. In addition to various pretrained DCNN models,
Keras is also used to implement the VGG-16 model as

Figure 1: Spectrogram transformation of the alphabets from A to D using Fourier transformation.

Input
224×224×3

224×224×64

112×112×128

56×56×256

28×28×512

14×14×512

7×7×512 1×1×4096 1×1×100

Flattening layer

Fully connected layer

2D Max pooling

2D Convolution

Figure 2: Schematic diagram of the VGG-16 transfer learning technique.
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described earlier. (e model comes with weights that have
been pretrained and may be used for forecasting, extraction
of features, and fine-tuning. In this method, fine-tuning is
used to develop the proposed model. As shown in Figure 3,
the pretrained VGG-16 model is altered by mangling the
final fully connected layer prior to the last maximum pooling
layer, expanding the global spatial average pooling layer
(GAP) and two fully connected layers. GAP decreases the
number of model parameters, eases the spatial dimension,
and ensures that the model will not overfit. After that, a fully
connected layer with a size of 11512, a linear predictor
(ReLu), and a subsequent fully connected softmax layer with
26 classes follow the GAP. (is is the number of classes
required for the experimentation.

(e upper layers of the VGG-16 architecture are trained
using spectrograms produced by the data augmentation
techniques, which improves the performance by artificially
expanding the size of the data. (e stochastic gradient de-
scent optimizer (SGD) having a modest learning rate of
0.0004 is selected as an optimizer. (e model is trained with
a batch size of 8 for 25, 50, 100, and 200 epochs using audio
data of both female and male voices separately, and a
combination of both female andmale voices.(e pretraining
class hours should approach to or within the range of
training capacity. Table 1 shows the training results of ac-
curacy in percentage.

From Table 1, it is quite obvious that a data set is
composed of 5200 male or female voice files, and the voice
test results of each gender can be received in an effective way.
Training cannot produce similar results for the mix of male
and female voices using a dataset of 5200 files. However, a
dataset that contains double files, i.e., 10400 files, not only
achieves the results of individual training, but it is even
better than the results of individual training. It can be ob-
served that, for the total test cases, the results that cannot be
completed after more than 25 class hours of training can be
obtained through 50 or more class hours of training.

Fine-tuning can be done in the second phase. Only the
upper layers are used for training, while the lower layers are
kept constant. (e outcomes of the proposed design are
investigated by altering the percentage fraction of frozen
layers from 10%–90% in this study. Further, the outcomes of
the training of female and male voices are examined in-
dependently, as well as with a dataset that includes both
female and male voices.(ere are 5200 files in total across all
datasets. Since a larger learning rate might cause misrep-
resentation of the pretrained weights, which are supposed to
reflect excellent outcomes for the new model, a SGD opti-
mizer with a modest learning rate of 0.0002 is employed for
fine-tuning.

Table 2 illustrates the speech recognition accuracy after
applying the fine tuning of the frozen layer.

It can be seen from Table 2 that female and male voices
are tested individually as well as in combination. (e results
of overall accuracy are comparable with those of pretraining
for female and male voices trained individually and in
combination, and the accuracy of the combined male and
female voices is lower as compared to the separated one. It
can be seen that, under all experimental conditions, the best

results can be obtained when the percentage of frozen layer is
10%–50%. When 90% of the layers are frozen, there is no
training result at all. When the pretraining dataset is un-
related to the real dataset, freezing most of the layers and just
training the final remaining layers is pointless, because
feature fitness is insufficient, which may be increased by
reducing frozen layers until a specific point.

Because of the inadequate findings in Table 1, the hy-
pothesis that a pretraining above 25 epochs would be in-
sufficient could not be asserted. In the context of fine tuning,
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Figure 3: Improved VGG-16 model.

Table 1: Speech recognition accuracy under different training
hours.

Research objects
Training hours

25 50 100 200
Female sex 29.30 36.19 40.60 41.30
Male 30.42 35.89 41.32 42.18
Female/male 22.24 29.32 29.80 30.87
Female/male (double) 37.82 43.21 45.26 46.32

Table 2: Speech recognition accuracy after applying the fine-tuning
of frozen layer.

Research objects Class hours
Percentage of frozen fine

adjustment layer
10 30 50 70 90

Female/Male

25 64.29 61.29 61.52 54.30 23.60
50 63.32 62.94 59.31 54.10 29.11
100 63.89 63.62 61.36 53.29 34.30
200 62.22 61.42 57.10 53.80 35.64

Female sex

25 76.25 77.20 74.61 65.14 35.58
50 71.96 76.56 72.58 65.61 41.20
100 76.62 76.36 74.25 65.72 39.76
200 74.90 75.28 71.58 66.40 46.50

Male

25 73.10 78.66 76.79 71.24 25.10
50 77.32 76.74 74.88 65.70 39.78
100 77.80 76.87 74.71 66.68 43.86
200 75.32 76.02 71.66 65.56 39.50
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only 25 class hours of pretraining produces similar results as
other test cases. Table 3 demonstrates that doubling the
dataset improves training outcomes for both male and fe-
male voices, resulting in an accuracy of almost 80%, despite
the dataset’s limitation of just 10400 files.

It can be seen from the saturation of learning rate and
accuracy in Figure 4 that more than 50 class hours of training
is enough for fine-tuning, and the proportion of frozen layer
is less than 50%, as assumed by the results in Table 2.

5. Conclusion

Automatic speech recognition (ASR) is a technique that is
becoming more important with the passage of time and is
being used in our daily lives. (is paper mainly uses the
combination of DCNN and transfer learning techniques, i.e.,
VGG-16, for speech recognition. (e main goal of this study
is to use transfer learning techniques for the speech rec-
ognition and to increase the recognition accuracy of audio
speech files. Although utilizing a totally different dataset, the
primary goal is to use transfer learning. Although different
datasets are used, the simulation results show that the
pretraining features are generally applicable even if there is a
difference between the target database and the source dataset
of the pretraining model. (e other principal aim was to

investigate transfer learning in the context of spoken letter
identification on a limited dataset. In the application of
speech letter recognition, transfer learning is used on small
data sets. (e simulation results show that, even for a very
small dataset, it can detect voice letters significantly, but the
recognition accuracy is slightly lower than that of the other
methods using large datasets. However, only using the data
set of 10400 male and female voice files, even if part of the
audio data is recorded under noise conditions, the accuracy
reaches nearly 80%.(e application of small datasets reduces
the time and cost of datasets generation and also reduces the
time of training the model and the demand for computing
power. (e future work of this paper is to use more transfer
learning techniques along with theML and DL algorithms in
order to improve the speech recognition accuracy using both
the small and large datasets.
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