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Football is one of the favorite sports of people nowadays. Shooting is the ultimate goal of all offensive tactics in football matches.
*is is the most basic way to score a goal and the only way to score a goal. *e choice and use of shooting technical indicators can
have a great impact on the final result of the game. *erefore, how to improve the shooting technique of football players and how
to adjust the shooting posture of football players are important issues faced by coaches and athletes. In recent years, deep learning
has been widely used in various fields such as image classification and recognition and language processing. How to apply deep
learning optimization to shooting gesture recognition is a very promising research direction.*is article aims to study the football
player’s shooting posture specification based on deep learning in sports event videos. Based on the analysis of target motion
detection algorithm, target motion tracking algorithm, target motion recognition algorithm, and football shooting posture
classification, KTH andWeizmann data sets are used. As the experimental verification data set of this article, the shooting posture
of football players in the sports event video is recognized, and the accuracy of the action recognition is finally calculated to
standardize the football shooting posture. *e experimental results show that the Weizmann data set has a higher accuracy rate
than the KTH data set and is more suitable for shooting attitude specifications.

1. Introduction

*e recognition of human behavior is a hot topic of new
research in the field of machine vision and artificial intel-
ligence. Computer algorithms are used to automatically
recognize human behavior from collected videos, that is, to
classify and label video clips of human motion behavior
[1, 2]. Compared with the research of still image recognition,
behavior recognition pays more attention to how it perceives
the temporal and spatial dynamic changes of the human
body in the image sequence [3, 4]. Deep learning is a kind of
machine learning, and machine learning is the only way to
realize artificial intelligence. *e concept of deep learning
comes from the research of artificial neural network. Mul-
tilayer perceptron with multiple hidden layers is a deep
learning structure. Deep learning combines low-level fea-
tures to form more abstract high-level representation

attribute categories or features so as to find the distributed
feature representation of data. *e motivation of studying
deep learning is to establish a neural network simulating the
human brain for analytical learning, which simulates the
mechanism of the human brain to interpret data.

In recent years, many scholars have conducted related
research on action recognition and have achieved good results.
Some scholars believe that the convolutional neural network is
a deep model that can be directly used as the original input.
However, this type of model is currently limited to a type
specifically used to process 2D action input, so we have de-
veloped a special 3D-CNN model to process action recogni-
tion.*is type of feature representationmodel ismainly used to
perform 3D convolution from space. *e corresponding fea-
tures are extracted from the dimensions of time and time so as
to capture and encode the motion data and information in
multiple adjacent frames. *e developed model generates
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multiple channel feature information from multiple input
frames at the same time, and the final feature expresses that the
model combines all channel information [5]. In addition, some
scholars have given a set of training videos. First, by extracting
local motion and its appearance characteristics, they are
quantified into a visual vocabulary, and then the vocabulary
related to nearby points of interest and its direction is formed.
*e candidate neighborhood composed of central interest
points shows how to learn in this way to form the most useful
configuration class-specific distance function [6]. Some re-
searchers have a method of recognizing human movements
based on gesture primitives. In the learning mode, the pa-
rameters representing gestures and activities are estimated
from the video. In the running mode, the method can be used
in video or still images. In order to recognize the gesture
primitives, the researcher extended the method based on the
orientation gradient histogram.*e descriptor proposed in [7]
can better deal with joint poses and cluttered backgrounds.
Because the current deep learning network has broken through
the bottleneck of many traditional methods in many appli-
cation fields and has achieved great success, it has received
more and more attention from various fields of research and
wide application and the international market, and they have
built many efficient deep learning network frameworks
themselves. *e convolution neural network is constructed by
imitating the visual perception mechanism of biology, which
can carry out supervised learning and unsupervised learning.
*e parameter sharing of convolution kernel in its hidden layer
and the sparsity of interlayer connection enable the convo-
lution neural network to learn lattice features, such as pixels
and audio, with less computation, stable effect, and no addi-
tional feature engineering requirements for data.

*is paper uses deep learning algorithms to extract the
features of football players’ shooting posture in the KTH and
Weizmann data sets, analyze and calculate the accuracy of
their action recognition, and then compare them to select a
data set that is more suitable for standardizing football
players’ shooting posture. In addition, deep learning em-
phasizes the depth of model structure. *e importance of
feature learning is clarified. In other words, the feature
representation of the sample in the original space is
transformed into a new feature space through layer by layer
feature transformation so as to make classification or pre-
diction easier. Compared with the method of constructing
features by artificial rules, using big data to learn features can
better describe the rich internal information of data.

*e remainder of this paper is organized as follows.
Section 2 introduces the different detection strategies in detail.
Experimental results are given and deeply analyzed in Section
3. Finally, we summarize our contributions in Section 4.

2. Research on Football Players’ Shooting
Posture Norm Based on Deep Learning in
Sports Event Video

2.1. Moving Target Detection

2.1.1. Light Field Flow Method. Optical flow is based on the
instantaneous speed of the object at the imaging level,

reflecting the speed of the actual object’s displacement in
space. *is is a way to find the correlation of object motion
by using the time change of pixels in the video sequence and
the correlation information between adjacent images and
calculate the motion information of the object [8].

*e field of view of moving objects tends to be con-
tinuous and smooth. Based on the continuous smoothness of
the field of view, the overall smoothness of the field of view is
considered a limiting condition and becomes a variable
problem. *e following is the global energy formula (1)
based on the two-dimensional image:

E �  ⌊ Ixu + Iyv + It 
2

+ α2 ‖∇u‖
2

+‖∇v‖
2

 ⌋dxdy.

(1)

Among them, for the image at one point, Ix, Iy, and It

are used to represent the difference in the corresponding
direction.

Besides, the advantage of optical flow method is that it
can accurately detect and identify the position of moving
heliostat without knowing the scene information, and it is
still applicable when the camera is moving. *e disadvan-
tages of optical flow method are mainly reflected in the large
amount of calculation and long time-consuming, which is
not applicable in the case of strict real-time requirements;
because the changing light will be incorrectly recognized as
optical flow, this method is sensitive to light, which will
affect the recognition effect.

2.1.2. Difference between Frames. *e frame difference
method is currently the most widely used method for
moving target detection and extraction. *e principle is to
place two or three image frames next to the video frame
sequence, distinguish the pixels corresponding to the two or
three images, and extract the trajectory or contour of the
moving target. First, it removes the pixels at the corre-
sponding positions in the adjacent frame images to obtain
the difference between the images and converts the differ-
ence image into a grayscale image. *en, if there is a small
change in the environment, appropriate limits are set. If the
value of a pixel is less than the threshold, it is considered as
the background [9, 10].*e process of interframe differential
transmission is basically illustrated in Figure 1.

*e basic process of the frame difference method is as
follows:

(1) *e difference image is obtained as follows:

Dk(x, y) � fk(x, y) − fk− 1(x, y)


. (2)

(2) Binarization processing of difference image is as
follows:

Rk(x, y) �
0, Dk(x, y)<T,

1, Dk(x, y)≥T.
 (3)

In addition, the advantages of the interframe dif-
ference method are simple algorithm implementa-
tion and low programming complexity. It is not
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sensitive to scene changes such as light and can adapt
to various dynamic environments with good sta-
bility. Its disadvantages are as follows: it can not
extract the complete area of the object but only the
boundary. It also depends on the selected interframe
time interval. For fast-moving objects, it is necessary
to select a smaller time interval. If the selection is
inappropriate, when the objects do not overlap in the
front and back frames, they will be detected as two
separate objects; for slow-moving objects, a larger
time difference should be selected. If the time se-
lection is inappropriate, when the objects almost
completely overlap in the front and back frames, the
objects will not be detected.

(3) Mathematical morphological processing is per-
formed on binary images.

2.1.3. Background Difference Method. *e general concept
of the background difference method is to remove the
background and leave moving objects, which requires a
predefined background pattern. *e training image is used
to obtain the model parameters. Once the background
model is defined, the relative pixel values of the existing
image and the background image are subtracted to identify
the desired animation target. Once you have the original
background, you need to update the background, update the
method background model of the method, then calculate the
difference between the two images, delete the two images,
and use the image threshold to reach the foreground target
[11, 12]. Algorithm expression is as follows:

fb(x, y, t) �
1, if |f(x, y, t) − f(x, y, 0)|>T,

0, others.
 (4)

Among them, fb(x, y, t) is the image at time t and
f(x, y, 0) is the background image at time t.

It should be noted that in the moving target detection
based on the background difference method, the accuracy of

background image modeling and simulation directly affects
the detection effect. No matter any moving target detection
algorithm, it shouldmeet the processing requirements of any
image scene as much as possible. However, due to the
complexity and unpredictability of the scene, as well as the
existence of various environmental interference and noise,
such as the sudden change of illumination, the fluctuation of
some objects in the actual background image, the jitter of the
camera, and the impact of moving objects entering and
leaving the scene on the original scene, it makes the
modeling and simulation of background more difficult.

2.2. Moving Target Tracking. *e moving target tracking
process is shown in Figure 2.

2.2.1. Feature-Based Tracking Method. Feature-based
tracking methods mainly rely on the ability of the target to
track the target, such as feature extraction and feature
matching. First, the target attribute is derived, and then the
structure of the video image sequence is used to extract the
target attribute, then the structure mapping or search
mapping method of the video image sequence is used to find
the corresponding attribute point, and finally the location
and trajectory of the target information of the traffic
matching result are calculated according to the following
formula. Because the overall characteristics of the target are
not considered, only the local characteristics of the target are
identified, and the anti-interference effect is good, and the
monitoring target is not affected by scale changes or
distortion.

2.2.2. Tracking Algorithm Based on Kernel Density
Estimation. *e estimation method based on kernel density
is currently widely used in the fields of pattern recognition
and computer vision. It can create a target model based on
the feature probability density distribution of the target
image. Since the kernel function has progressive fairness,
continuity, and uniform continuity, the gradient estimation
of the density function determined by the kernel function
can be applied to the entire image space. When estimating
the boundary region, there will be boundary effect in kernel
density estimation. On the basis of univariate kernel density
estimation, the prediction model of value at risk can be
established. By weighting the coefficient of variation of
kernel density estimation, different var prediction models
can be established. Parameter estimation can be divided into
parametric regression analysis and parametric discriminant
analysis.

2.2.3. Region-Based Matching Algorithm. *e algorithm of
interest mapping based on grayscale images is also called the
algorithm of interest mapping to specific areas. All the gray
information based on the image in the area is used to calculate
the similarity between gray information in a certain way. *e
region-based mapping method not only needs to directly
extract the features of the region but can directly use all
available grayscale image information, which can improve the
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Figure 1: Flow chart of the interframe difference method.
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accuracy and robustness to a certain extent. One of its main
shortcomings is that the amount of calculation errors is large,
and it is difficult to meet real-time requirements. Choosing
areas with insufficient gray information as feature areas will
increase the error rate of matching.

*e basic idea of gray matching is as follows: from the
statistical point of view, the image is regarded as a two-di-
mensional signal, and the statistical correlation method is used
to find the correlation matching between signals. *e corre-
lation functions of the two signals are used to evaluate their
similarity to determine the homonymous points. Gray
matching determines the corresponding relationship between
the two images by using some similarity measures, such as
correlation function, covariance function, sum of squares of
difference, and sum of absolute values of difference.

2.3. Moving Target Recognition. *e target recognition
movement can be simply considered as a combination of
feature derivation and classifier recognition.*e recognition
process is generally shown in Figure 3.

*e related recognition algorithm is as follows:

(1) Convolutional Neural Network. For 2D-CNN net-
works, the convergence function can only receive 2D
feature maps from the spatial dimensions of the
input information. For video information, it is
necessary to record motion information in a series of
continuous video frames. In response to this situa-
tion, 3D-CNN uses 3D convergence and aggregation
functions to simultaneously download 3D feature
maps in both time and space dimensions. *e 3D
concatenation function can be considered as a 2D
convergence layer stack, so the generated 3D feature
map also connects partially continuous input frames.
For the 2D rotation function, the value (x, y) at any
position on the j-th feature map of the i-th plane is
calculated as follows:

v
xy

ij � tanh bij + 
m



Pi− 1

P�0


Qi− 1

q�0
w

pq

ijmv
(x+p)(y+q)

(i− 1)m
⎛⎝ ⎞⎠, (5)

where m is the feature map of the (i − 1) layer
connected with the current feature map.
Convolution layer parameters include convolution
kernel size, step size, and filling, which together
determine the size of convolution layer output
characteristic graph, which is a super parameter of
convolution neural network. *e size of the con-
volution kernel can be specified as any value smaller
than the size of the input image. *e larger the
convolution kernel is, the more complex the input
features can be extracted.

(2) Self-Phase Matrix. *e self-similar table is a graph
that can reflect the periodic characteristics of the
system. In many dynamic systems, state cycle is a
relatively important phenomenon. In order to
graphically represent the periodic characteristics of
this dynamic system, a recursive diagram can be used
to show the retrospective nature of the state in the
phase space. *e recursive diagram is defined as
follows:

enter Target
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Feature
extraction 

Target
model 

Target
search Output

generate Discriminate

Figure 2: Moving target tracking process.

Low-level data
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selection

Feature
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Figure 3: Moving target recognition process diagram.
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R(i, j) � H ε − ‖ x
→

(i) − y
→

(j)‖2( , x
←

(i) ∈ Rm
, i, j � 1, . . . , N, (6)

where N refers to the number of states x
→

(i) under
consideration and H is a step function.

(3) LSTM Neural Network. *e LSTM neural network is
designed to solve the problem of long-distance de-
pendence, and it can store long-term information
without particularly complex over-tuning parame-
ters.*e internal structure of LSTM is more complex
than that of RNN. *rough this complex calculation
process, LSTM has long-term memory, excellent
data processing capabilities with time series capa-
bilities, and improved network performance.

*e operation process of LSTM is as follows:

it � σi wi · ht− 1, xt  + bi( ,

Dt � σc wc · ht− 1, xt  + bc( .
(7)

Equation (8) calculates ft of the value of forget gate at
time t.

ft � σf wf · ht− 1, xt  + bf . (8)

Formula (9) calculates Ct of the new state value of the
state information at time t.

Ct � ft ∗Ct− 1 + it ∗Dt. (9)

Among them, Ct represents the state of information
transfer, h is the value of the hidden layer, and b represents
the bias top.

In addition, LSTM usually performs better than time
recurrent neural network and hiddenMarkovmodel, such as
in piecewise continuous handwriting recognition. LSTM is a
kind of neural network containing LSTM blocks or others.
In order to minimize the training error, the gradient descent
method, such as the sequential back-propagation algorithm,
can be used to modify the weight each time according to the
error.

2.4. Football Shooting Posture Classification

2.4.1. Instep Shooting. Instep shots have strong firepower
and are mainly used for firing when turning around. When
the ball falls in front of or slightly away from the body, you
can shoot with the inner instep. It can temporarily change
the angle of a shot. For example, when the diagonal line is
inserted directly, the goalkeeper will have the opportunity to
inevitably move to the nearest position to close the nearest
corner. At this time, a half-turn shot can be made. Shoot it
into the furthest corner.

2.4.2. Shooting outside the Instep. Shooting from outside the
instep is very threatening, sudden, and highly concealed. It
can shoot the ball from various directions including front,
side, and back and can shoot straight and curved balls.

2.4.3. Arch Shooting. Arch shooting is suitable for high
precision, low power consumption, various short shots, and
free throws.

2.4.4. Shot from the Back of the Foot. Forefoot shooting is
more powerful, more accurate, and the most widely used.
*is is the basic footwork of shooting footwork.

2.4.5. Toe Shot. A tiptoe shot is fast and sudden. If the
competition in front of the goal is fierce, you may not have
time to move your legs. Shooting with a tiptoe can win
surprisingly, but sometimes the accuracy is relatively low.

2.5. ;e Difference between Existing Works and Our Work.
Compared with the traditional machine learning algorithm,
the target detection task needs to be divided into multiple
subtasks, which is very cumbersome and time-consuming.
*e deep learning algorithm used in this paper can effec-
tively realize end-to-end training and learning and greatly
reduce the working time. In addition, the accuracy of the
traditional machine learning algorithm is limited, and the
deep learning algorithm can achieve very high accuracy with
the help of a large amount of data.

3. Experiment

3.1. Data Collection. With the development of video data
acquisition equipment, a large amount of video data is
poured into us every day. It provides useful video data for the
recognition research of human behavior. Personal collection
of video data including actions, consumes a lot of resources,
and the collected data are relatively one-sided, so the rec-
ognition results may not fully reflect fairness and impar-
tiality. *erefore, this article uses the public data set as the
experimental verification set of this article, namely, the KTH
and Weizmann data set.

3.2. Feature Extraction. Deep learning is used to calculate
the displacement vector field dt of the pixel (x, y) between
two consecutive frames at t and t+1 and find the function u
and v that minimizes the energy function. *e K-proximity
calculation has data items and smoothing items to form the
optimization of the global energy function. *e mathe-
matical form is expressed as follows:

EGlobal � EData + λESmooth. (10)

Among them, EData is a data item.

4. Discussion

4.1. KTHData Set Result Analysis. After the KTH data set is
preprocessed, 50 single-frame image data sets of the
shooting postures of 5 types of football players are obtained.
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*rough many experiments, the final recognition ac-
curacy rate on the KTH data set is 90.2%. It can be seen from
Table 1 and Figure 4 that the recognition rate of the four
shooting postures exceeds 90%, of which the accuracy rate of
instep shooting is 91%, the accuracy rate of arch shooting is
90%, and the accuracy rate of front instep shooting is 92%.
*e accuracy rate of toe shots is 94%, while the accuracy rate
of shots from the outside of the instep does not reach 90%,
only 84%. It can be seen from the experiment that the results
obtained by the method in this article have a higher accuracy
rate, which fully reflects the advantages of deep learning to
automatically extract features. *e deep learning method is
to automatically extract features, which has more general-
ization ability and reduces the cost of manpower and ma-
terial resources and greatly saves the cost of human action
recognition.

4.2. Analysis of Weizmann Data Set Results. After pre-
processing theWeizmann data set, 45 groups of single-frame
image data sets of the shooting postures of 5 types of football
players are obtained.*e form of a chart is used to intuitively
reflect the recognition accuracy of each human body action
category. *e recognition rate of each category is shown in
Table 2 and Figure 5.

*e average recognition rate of this method on the
Weizmann data set is 95.2%, of which the accuracy rate of
the inner instep shot is 99%, the accuracy rate of the outer
instep shot is 94%, the accuracy rate of the instep shot is 95%,
and the accuracy rate of the instep shot is 95%. *e accuracy
rate is 91%, and the accuracy rate for tiptoe shots is 97%.

5. Conclusions

As modern society has put forward higher requirements for
human-computer interaction technology and effects, whether
it is widely used in people’s leisure and entertainment,
medical care, intelligent monitoring, and other technologies
and applications closely related to people’s daily life or some
specialized motion correction and other aspects of motion
recording technology has greatly promoted the development
of human motion recognition research. *is paper uses deep
learning algorithms to identify and analyze football shooting
postures in sports event videos in the KTH and Weizmann
data sets. *e results show that the Weizmann data set has
higher accuracy than the KTH data set and is more suitable
for shooting posture specifications. Deep learning is the in-
ternal law and representation level of learning sample data.
*e information obtained in the learning process is very
helpful to the interpretation of data such as text, image, and
sound. Its ultimate goal is to make machines have the ability
of analysis and learning like people.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Table 1: Accuracy of various types of action recognition.

Shot type Accuracy (%)
Instep shot 91
Outside instep shot 84
Arch shot 90
Forefoot shot 92
Toe shot 94
Average of all test sets 90.2
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Figure 4: Accuracy of various types of action recognition.

Table 2: Accuracy of various types of action recognition.

Shot type Accuracy (%)
Instep shot 99
Outside instep shot 94
Arch shot 95
Forefoot shot 91
Toe shot 97
Average of all test sets 95.2
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Figure 5: Accuracy of various types of action recognition.
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