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This paper provides an in-depth study and analysis of software defect prediction methods in a cloud environment and uses a deep learning approach to justify software prediction. A cost penalty term is added to the supervised part of the deep ladder network; that is, the misclassification cost of different classes is added to the model. A cost-sensitive deep ladder network-based software defect prediction model is proposed, which effectively mitigates the negative impact of the class imbalance problem on defect prediction. To address the problem of lack or insufficiency of historical data from the same project, a flow learning-based geodesic cross-project software defect prediction method is proposed. Drawing on data information from other projects, a migration learning approach was used to embed the source and target datasets into a Gaussian manifold. The kernel encapsulates the incremental changes between the differences and commonalities between the two domains. To this point, the subspace is the space of two distributional approximations formed by the source and target data transformations, with traditional in-project software defect classifiers used to predict labels. It is found that real-time defect prediction is more practical because it has a smaller amount of code to review; only individual changes need to be reviewed rather than entire files or packages while making it easier for developers to assign fixes to defects. More importantly, this paper combines deep belief network techniques with real-time defect prediction at a fine-grained level and TCA techniques to deal with data imbalance and proposes an improved deep belief network approach for real-time defect prediction, while trying to change the machine learning classifier underlying DBN for different experimental studies, and the results not only validate the effectiveness of using TCA techniques to solve the data imbalance problem but also show that the defect prediction model learned by the improved method in this paper has better prediction performance.

1. Introduction

With the rapid development of computer technology, software applications have expanded to all parts of people’s daily lives, creating a situation in which the economy, production, and life are fully dependent on computer software. But software failure can bring about serious or even fatal consequences, especially for high-risk systems. System failure is more often caused by software defects, which are important factors affecting software quality and are potential root causes of errors and failures in the relevant systems. In the early stages of software development, due to the limited processing power of computer hardware, software popularity is not high, and the functions realized by the software are relatively simple, so software was mostly developed in an individualized manner [1]. Although the collected data is concentrated, most of the malicious samples are 64-bit programs, but there are still 417 32-bit programs. However, with the development of hardware technology and the popularity of computers, the scale and complexity of software became larger and larger, and the previous way of software development became increasingly difficult, and, to solve the resulting “software crisis,” the way of software development was gradually systematized and engineered [2]. However, in the software development process, the existence of software defects is inevitable due to the limitations of resources and developers’ experience. Therefore, the prevention of software defects and the timely correction of
software defects have become the reason for the prediction of software defects. People started to collect and use data related to software defects (e.g., data describing the size, complexity, and process of software) and use the data combined with algorithms to construct software defect prediction models for predicting defect information of software.

At the internal level of software, defects are errors or faults in the software development or maintenance process; at the external level of software, defects are violations or failures of the functions that the software needs to perform. Defects in software affect software quality, and early detection of defects and their treatment are important for software quality assurance [3]. However, with the increasing complexity of software systems and the increasing cost of testing, traditional software testing and quality assurance techniques can hardly meet the current needs. If the software development and testing stage can be combined with machine learning technology to deep search, crawl, and analyze the software's historical defect data, to predict and count the distribution and number of defects in the software system in advance to a certain extent, it can better help the quality assurance team to understand the software quality status timely, accurately, and objectively and effectively allocate testing resources to improve software testing efficiency and save testing costs. This can improve software testing efficiency, save testing cost, and guarantee software quality. Through the study of memory analysis technology, a control flow transfer graph generation algorithm based on system calls is proposed. The algorithm is based on the traditional program control flow graph combined with the system call information to automate the generation of system call transfer graph, which can effectively detect and identify malware by using the existing graph neural network model [4]. When it is greater than 0.7, it shows an increasing trend, and the fine-tuned prediction model can show good prediction performance under different sparsity parameters, and the recall rate and F1-measure are better than the performance of the non-fine-tuned prediction model. By mining the software history repository, extracting program modules and metrics, marking whether they contain defects or the number of defects, building software defect prediction models using machine learning and other methods, and then predicting the propensity of defects, defect density, or number of defects for new program modules, software defect prediction technology can be developed [5]. Software defect prediction technology gives software development teams one more chance to retest software defective modules, and, by spending more effort on defect-prone program modules and less on non-defect-prone program modules, the resources of software projects will be better utilized, which can also greatly reduce the human and material resources consumed by testing work, save testing costs, and improve R&D efficiency.

For the core elements involved in software defect prediction techniques, namely, data and algorithms, artificial intelligence plays a great role. When humans first designed programmable computers, they were already thinking about whether computers could become intelligent. Now, artificial intelligence (AI) has many practical applications, is an active research topic, and is flourishing. We expect software to intelligently handle routine labor, understand speech or images, and support basic scientific research. In the early days of AI, problems that were very difficult for human intelligence but simpler for computers were rapidly solved, for example, those that could be described by a set of formal mathematical rules. The challenge for AI is to solve tasks that are easy for a human to perform but difficult to describe formally, such as recognizing what a person says or an image. For these problems, it is often easy for a human to solve them by intuition. Whereas abstract and formalized tasks are among the most difficult mental tasks for humans, they are among the easiest for computers. A key challenge for artificial intelligence is how to communicate nonformal knowledge to computers. Some AI projects seek to hardcode knowledge about the world informal language. Computers can automatically understand this formal language using logical inference rules.

2. Current Status of Research

Currently, the available software defect prediction techniques can be simply classified into dynamic defect prediction techniques and static defect prediction techniques according to the techniques used. Among them, the dynamic defect prediction technique is a study of the entire software system life cycle and predicts the distribution of software defects over time, based on the time when the software failure or system failure occurs, while the static defect prediction technique is based on the size of the software system, loop complexity, and other metric data that have relevance to software defects, as well as the propensity of software program modules to have defects, defect density, or a number of defects prediction [6]. Compared to other machine learning algorithms, the prediction accuracy of SVM is higher, but its algorithm complexity is higher and its operating speed is slower [7]. In addition, since there is no unified theoretical guidance for parameter selection in SVM, many researchers have combined parameter search algorithms with SVM and proposed various software defect prediction models that optimize SVM. Combining the parameter-seeking ability of ant colony optimization algorithm and the nonlinear operation ability of SVM improves the classification performance of SVM; the better global search ability of genetic algorithm is used for the selection of optimal features and the calculation of optimal parameters of SVM, which can avoid the premature sieving of beneficial information in feature selection and further improve the performance of prediction models [8]. It inputs software defect features and historical defect data into the artificial neural network model, compares the error between the output results and the actual results, and corrects the data using a back-propagation algorithm to adjust parameters such as the connection weights of ANNs by an iterative method to continuously optimize and obtain the optimal network parameters [9]. This method has the feature of high prediction accuracy, but the training speed is slow because of the need to iteratively optimize the network parameters. Based on the traditional ANN, the ANN improved first
initializing the parameters of the ANN using a particle swarm optimization algorithm and then using a simulated annealing algorithm to modify the weights and thresholds of the network, which effectively improves the accuracy and precision of the software defect prediction model [10].

Different types of software metrics have been proposed, and many machine learning and data mining algorithms have been applied to solve the problems that arise in the process of software defect prediction based on machine learning algorithms [11]. The cost of classifying defective instances as nondefective instances is too high, thus affecting the usefulness of the prediction model; the high redundancy in the software metric and the high similarity between nondefective instances allow the data quality to be improved by methods such as feature selection [3]. The three methods, as researchers imaginatively call them, analyze software testing in terms of its length, volume, and structure, respectively [12]. Dynamic software defect prediction refers to the technique of predicting the distribution of system defects over time based on the time of defect generation or failure. Most of the researchers study static software defect prediction techniques and, in this paper, also the static software prediction techniques are mainly studied [4]. The study of static software defect prediction techniques is divided into three main aspects: first, how to evaluate software defect prediction models; second, for the problem of choosing software metrics, effectively choosing metrics applicable to software defect prediction; and third, which qualitative or quantitative or hybrid models can be applied to software defect prediction [2, 13]. Regarding evaluation metrics, precision, clarity, and sensitivity are frequently used evaluation metrics.

Precision refers to the proportion of correctly predicted modules to total modules, clarity refers to the proportion of defective modules predicted as defective, and sensitivity refers to the proportion of all modules without defects that are correctly classified. These three metrics do not achieve a comprehensive evaluation of a model, but they enhance the understandability of the model and facilitate further summarization of the model to improve it. Of course, in practical defect prediction, testers can identify some defective modules based on some testing rules. Programmers are also able to identify a set of defect-free modules based on their programming experience. Thus, the initialized defective modules can be obtained through the efforts of testers and programmers. Using limited defect marking data to predict the propensity for defects in other modules, researchers typically use a limited number of defective modules and many unlabeled modules to be predicted to construct a predictive model using semisupervised learning. Semisupervised learning methods have the advantage of being able to use both labeled and unlabeled data to make use of as much valid data information as possible.


3.1. Deep Learning Prediction Methods for Cloud Environments. Researchers generally agree that there is a link between internal properties of the software (e.g., static code features) and its external performance (e.g., defects) and that developers collect historical data from the same project or from other projects in their own company and similar projects in other companies, from which they extract static properties of the code (usually expressed using software metrics) and thus have data on the relevant features of the software, and then research can be conducted based on statistical methods. Machine learning is devoted to the study of how experience can be used to improve the performance of the system itself utilizing computation [1]. Therefore, the performance of the prediction model is stable, but, from the running time comparison chart, the running time of the prediction model basically increases linearly with the number of trees in the forest. In computer systems, the experience usually exists in the form of data, and therefore the main part of machine learning research is about algorithms that generate models from data on a computer, that is, learning algorithms. Linear regression can be extended to the classification case by defining different probability distributions; and here the continuous random variables in logistic regression obey the coordination distribution, which means having the following distribution function and density function:

\[
p(y|x^2; \theta) = N(y; \theta^T x, 1),
\]

\[
F(x) = \frac{1}{1 + \left(-b \pm \sqrt{b^2 - 3ac/2a}\right)}
\]

A feature is an abstract representation of some property extracted from an entity and can consist of data or text; in this paper, features refer to the software defect feature metric already detailed in the previous section. One very important phase that precedes the construction of machine learning models is feature engineering [14]. Feature engineering is the process by which software engineers apply their expertise and skills to analyze and process the dataset to make feature data more useful for machine learning modeling. Subset evaluation is required after the feature subset candidate table is constructed to evaluate the merits of the subset to select the optimal subset. The evaluation methods include the following: the distance measure in FFS, which analyzes the correlation between features and features or features and classes by commonly used measures such as Euclidean distance and squared distance; the information measure in FFS, which evaluates the strength of interdependencies between features and gives a reference for feature selection; the dependency measure in FFS, which gives the separability of features and classes; the consistency metric, which uses inconsistency rate to select the optimal subset; and the classification error rate metric in WFS, which has higher accuracy in evaluating the subset compared to the metric in FFS but takes more time, as shown in Figure 1. The stopping criterion controls the generation of subsets, which is related to the subset evaluation criterion or search strategy [6]. The hidden neurons of the autoencoder need to be activated too much, which causes the autoencoder training to be overfitted, so the performance of the prediction model is reduced; but when the sparsity parameter is
greater than 0.7, it means that most neurons in the hidden layer need to be activated this unreasonable setting will destroy the normal optimization of network parameters. The stopping criterion generally includes execution time limit, iteration number limit, and threshold setting. When the global optimal search strategy deals with datasets with many features, it’s time complexity far exceeds that of other search strategies, and it will greatly affect the efficiency of subset generation, which in turn affects the construction of the whole model while performing a time limit can forcibly end the search, but performing a time limit will affect the optimal subset search performed by this strategy. The stochastic search strategy reduces its time complexity by limiting the number of iterations. The heuristic optimal search strategy prevents the algorithm from entering a dead loop by setting a reasonable threshold.

$$y^3 = f\left(ab^3 - \sqrt{a^2 + b^2}\right).$$  (2)

Feature extraction is a key step in software defect prediction, and the quality of feature extraction determines the performance of software defect prediction, but traditional feature extraction methods are difficult to uncover the deep-seated essential features in software defect data. Autoencoder models in deep learning theory can automatically learn features from the original data and obtain feature representations of the input data. In this paper, we apply autoencoder to feature extraction for software defect prediction and to improve the loss cost function and sparsity constraint method of autoencoder for its slow convergence of loss cost function and too many sparse regularization parameters, complicated tuning parameters, and so forth. Meanwhile, to reduce the influence of noise on the input data, we propose a software defect prediction based on stacked noise-reducing sparse autoencoder method, which can automatically learn features from the original defect data, extract the required features at each level from the software defect data directly and efficiently by setting different hidden layers, sparse regularization parameters, and noise addition ratios, and then combine with a logistic regression classifier to classify and predict the extracted features.

$$\theta^* = \arg \max \sum_{j \geq 2} nL(x^{(i)}, y_m^{(i)}),$$

$$J_{SE}(x, y) = \frac{1}{n} \sum_{y \in \hat{y}} N\left(\frac{1}{2} \|m\|^2 + \|m'\|^2\right).$$  (3)

The inclusion or not of system call execution is added as code block node information in the control flow graph. Some of these nodes do not execute system calls, and this paper is concerned with system call execution information that reflects the intent of the program behavior; such a node is redundant for the graph and needs to be fused with neighboring nodes that contain the system calls. The complexity of the graph is further reduced by generating a control flow transfer graph based on system calls. It propagates labels from labeled data to unlabeled data [15]. The basic idea is that, given a finite amount of labeled data, the labels of the labeled data are propagated through a dense region of unlabeled data, searching for more data with similar properties to the labeled data. A straightforward approach is to compute pairwise similarities between data points and then transform the problem into a harmonic energy minimization problem.

$$w_{ab} = \epsilon(\|a_i - b_j\|^2)/(5\pi),$$

$$\max\|Xm^2 - y\| + nm^3 \leq 3.$$  (4)
The basic assumption of graph-based semisupervised learning is the cluster assumption. It states that if there is a path that connects two points only through a high-density region, then the two points may have the same class label. In computing nonnegative sparse weights for all samples, a sparse matrix can be constructed. With traditional machine learning classification models, the model is often built based on a condition that the data classification is balanced; however, when the data class distribution is unbalanced, it can affect the classification effect. The Pd value increased by 0.07, 0.07, 0.06, and 0.07, respectively. SOM-ANN uses autoencoders to extract data features and trains neural network classifiers to predict defects in software modules. Classifiers that classify classes based on decision surfaces in the feature space can be affected by unbalanced data class distribution. To reduce the effect of noisy data as well as overfitting, the optimal decision surface considers both the accuracy of the classification and the complexity of the decision surface, also called the structural risk minimization principle. However, if the training sample dataset class distribution is unbalanced, in this case, the number of support vectors is also unbalanced. With the principle of structural risk minimization, the support vector will ignore the effect of rare classes on the structural risk and expand the bounds of the decision. Finally, it will lead to a large gap between the actual hyperplane of training and the optimal hyperplane, as shown in Figure 2.

Based on the actual defect prediction needs, defect prediction models are constructed based on the training set and selected machine learning methods (e.g., plain Bayes, support vector machines, linear regression, etc.); the constructed models can be used to perform defect prediction for non-training-set instances (e.g., unlabeled instances or new instances) in this project; the goal of prediction is to discover whether the instances have defects or the number of defects, and this paper studies the former; that is, the instances with or without defects are predicted. To address the problem that the sparsity parameters need to be set in advance and all neurons in the hidden layer have the same sparsity in the traditional sparse autoencoder, a sparse autoencoder with sparsity constraints based on L1 rules is proposed by penalizing the nonzero activation of hidden neurons in the autoencoder, inspired by the sparsity coding algorithm with L1 rules.

Since the different layers of the stacked noise-reducing sparse autoencoder are learned separately, they must be combined with the classifier to form a complete deep neural network model with fine-tuning of the network parameters. Fine-tuning is done by adjusting the parameters of all layers in the model simultaneously by gradient descent to improve its performance after the pretraining process is completed. Fine-tuning is done by removing the decoding layer of the stacked noise-reducing sparse autoencoder, inputting the features of the last layer directly to the classifier for classification, calculating the loss cost of the predicted class versus the actual class, and iteratively optimizing the network parameters by a back-propagation algorithm using gradient descent to obtain a deep model with optimal network parameters.

3.2. Software Defect Prediction Method Design. Increasing the number of trees will not increase the learning performance. Deep belief networks, an example of the deep learning methods, have the greatest advantage over logistic regression in that deep belief networks can generate more expressive sets of features from an initial set of features. If the input is these generated features rather than the initial set of basic features, the two weaknesses that logistic regression has above can be overcome. Based on migration component analysis to deal with imbalanced data, according to the Introduction, the principle of migration component analysis is that even if the distribution of features in the domain is different, when there are some common underlying factors between the source and target domains, the domains can be put into a potential space to explore the hidden common factors in this way to reduce the domain differences, while the original data characteristics can be retained. Therefore, this paper takes advantage of TCA to map the datasets of two different items to a potential space, and when this potential space is found, a few classes of data from the source item are selected and added to the target item as the training set of the target item, so that the two classes of data in the target item are equal in number, and the imbalance of the dataset is improved at this time, and the loss of information from the deleted data is avoided [16]. The imbalance of the dataset is improved, and the situation of losing information by deleting data is avoided. In contrast, when training the target project dataset (intra-project defect prediction), the dataset needs to be mapped to the potential space first, and then the training model is learned in the potential space. Specifically, for the practical application of defect prediction in this paper, the steps are as follows: suppose that the defect prediction model is to be learned in project when the dataset in project 1 is extremely unbalanced; that is, there is less data with defects and more data without defects, as shown in Figure 3.

Although Sigmoid+SVM has the best checking accuracy, its checking completeness rate is very low. This is especially true for the Mozilla, Eclipse JDT, and Eclipse Platform datasets, but the percentage of defective change instances for these three datasets is about 5%, 14%, and 14%, respectively, for which Sigmoid+SVM has only about 4%, 3%, and 3% find-all rates, while Deeper and the improved DBN method achieve a better find-all rate of over 65%. The results show that Sigmoid+SVM is not good enough for defect prediction, illustrating that imbalanced data preprocessing is necessary and important, and Figure 3 demonstrates that addressing the imbalance in the dataset is critical to the prediction performance of the model. When comparing the improved DBNs with the Deeper approach, it is found that the accuracy of almost all the improved DBNs is higher than the accuracy of Deeper. However, only on one dataset, PostgreSQL, the F-measure metric of the Deeper method is larger than that of the improved DBN, which is due to the relatively low accuracy of the improved DBN method in this paper on the PostgreSQL dataset. However, given the defect prediction setting, the check-all rate is relatively more important than the check-accuracy rate; that is, trying to find as many defective changes as possible.
Figure 2: Steps in software defect prediction.

Figure 3: Chakra accuracy.
requires sacrificing some more checking costs to check nondefective instances. Therefore, the improved DBN in this paper is useful and, overall, more effective than the Deeper approach.

The model parallel approach is executed by partitioning the model and putting different computational parts of the model on different machines for the same training samples. For example, the input layer to the first hidden layer of the neural network model is assigned to machine 1, the first hidden layer to the second hidden layer is assigned to machine 2, and the third hidden layer to the output layer is assigned to machine. The disadvantage of model parallelism is that if one of the assigned machines fails, the entire model will stop. The entire dataset consists of a total of 66,301 malware replay images, amounting to 1.3 terabytes of data. The entire dataset was briefly filtered and cleaned before formal analysis. While most malicious samples in the dataset were 64-bit programs, there were 417 32-bit programs in the collection. Although all malware samples run on 64-bit operating systems, all 32-bit images generated by these malicious programs were excluded for data consistency; secondly, the validity of this dataset was checked. By playing back all images and checking the instruction execution during the entire runtime of the malware, it was found that as many as 3462 (5.2%) of the samples did not execute any instruction during the entire runtime. This could be caused by an error during the loading of the malware into memory or by the absence of a necessary component of the target virtual machine operating system of the runtime environment, which prevents the malware from executing correctly. This part of the sample set was also excluded, as shown in Figure 4.

In terms of prediction accuracy, recall, and F1-measure, the prediction model without fine-tuning shows a monotonic increasing trend when the sparsity parameter is less than 0.4, a decreasing trend in the interval of 0.4–0.7, and an increasing trend when it is greater than 0.7. The fine-tuned prediction models show good prediction performance with different sparsity parameters, and the recall and F1-measure are better than the performance of the untrimmed prediction models. To analyze the reason, the number of hidden neuron activations of the autoencoder increases with the increase of the sparsity parameter when the sparsity parameter is less than 0.4, so that the autoencoder can learn the original data with more detailed feature representation and get more essential feature representation of the original data; therefore, the performance of the prediction model increases with the increase of the sparsity parameter. When the sparsity parameter is between 0.4 and 0.7, too many hidden neurons of the autoencoder need to be activated, resulting in overfitting of the autoencoder training, so the performance of the prediction model decreases; but when the sparsity parameter is greater than 0.7, it means that most of the neurons in the hidden layer need to be activated, and this unreasonable setting will destroy the normal optimization of the network parameters, although the prediction model can still achieve the prediction ability. Therefore, prevention of software defects and timely correction of software defects have become the cause of software defect prediction. People began to collect and use data related to software defects and use data combined with algorithms to construct software defect prediction models for predicting software defect information. Although the prediction model can still achieve the prediction ability, the parameters are not obtained through “learning,” so the prediction model is an invalid prediction model, and the prediction result is not a valid prediction result. In contrast, the network parameters of the fine-tuned prediction model have been adjusted under the supervision of the classifier, so that the effect of the sparsity parameter setting of the autoencoder on the performance of the prediction model disappears; therefore, the fine-tuned prediction model can show good performance under different sparsity parameters.

4. Analysis of Results

4.1. Deep Learning Predictive Analytics for Cloud Environments. From Figure 5, the nonnegative sparse graph-based label propagation prediction (NSGLP) method has significantly improved the prediction results compared to SVM, CC4.5, and NB; however, compared to the method proposed in this paper, ILR-SDP method, the Pd values of this paper’s method based on NSGLP are improved on CM1, MW1, PCL, PC3, and PC4 by 0.09 and 0.08. Because the NSGLP method uses the label propagation method to predict labels on unlabeled data, the predicted obtained labels are used in the trained prediction model, and predicting wrong labels will affect the accuracy of the model. In contrast to the NSGLP method, the ILR-SDP method in this paper uses both real and valid labeled and unlabeled data to train the trapezoidal network. The method in this paper improves the Pd values by 0.07, 0.07, 0.06, and 0.07, respectively, compared to the SOM-SDP method. SOM-ANN uses self-encoders to extract data features and train neural network classifiers for defect prediction of software modules. Compared to these methods, this method uses noise-reducing self-encoders and adds lateral jumps to them. In addition, a small amount of labeled data is used for training. The experimental results prove that the method in this paper does outperform the SOM-ANN method which only uses the traditional self-encoder.

It follows that, in most combinations, JDM can improve the performance of cross-project software defect prediction through a single iteration, and the pseudolabeling refinement mentioned in the method can further improve or consolidate the cross-project software defect prediction performance of the model; the number of convergences of JDM varies from combination to combination due to the differences in both the instance and labeling distributions across combinations; furthermore, not all combinations can be improved by the JDM. One possible reason for this is that the conditional probability distributions used in JDM are computed from pseudoannotations rather than real annotations, and thus the computation of conditional probability distributions may be biased, leading to some degree of degradation in prediction performance. In practical use cases, the efficiency of the detection method and the performance load introduced on the target VM also need to be
measured. Improve software testing efficiency, reduce testing expenses, and ensure software quality by assisting the quality assurance team in understanding the software quality status in a fast, accurate, and objective manner and effectively allocating testing resources. If the additional load is high, it may even lead to the unavailability of the target VM. Finally, this paper tests the performance load of each method on the target VM. For the prediction model with the same masking rate, the more hidden layers it has, the higher the correct prediction rate is, and the better the prediction performance in terms of prediction accuracy, recall, and F1-measure is; meanwhile, for the prediction model with the same hidden layers, the prediction performance remains the same when the masking rate is less than 30%, and when the masking rate is greater than 30%, as the masking rate increases, the performance of the prediction model shows a decreasing trend, as shown in Figure 6. Analyzing the reason, for the same masking rate of the prediction model, the deeper the model can obtain the input data deeper feature information, the deeper the layer to obtain the feature information has a stronger feature expression ability, so the more hidden layers of the prediction model prediction performance are better. However, the number of hidden layers is not better but depends on the scale of the prediction model and the training data.

When the prediction model is too deep, it will cause the phenomenon of "gradient disappearance," so that the model training cannot be completed and the prediction results will not be obtained. Therefore, the number of hidden layers should not be increased blindly. For the prediction model with the same number of hidden layers, when the masking rate is less than 30%, the masking noise will remove the noisy data in the training data, which can make the learned prediction model have more robust generalization ability; when the masking rate is greater than 30%, the masking noise will remove the data in the training data that are relevant to software defects, that is, the information that is useful for defect prediction, so the larger the masking rate, the worse the performance of the prediction model. A software defect prediction model is built with the help of machine learning and other methods, and then the defect tendency, defect density, or number of defects of the new program module is predicted. Software defect prediction technology gives the software development team one more opportunity to redetect software defect modules.
4.2. Software Defect Prediction Results. According to the summary of the experimental results, it can be obtained that the experimental metric F1-measure of TNB and the proposed algorithm GFK-SDP in this paper is higher than NN-filter. This is caused by the disadvantage of the NN-filter algorithm in the paper, in which the training dataset is selected during the construction of the algorithm, and this selection process may cause the loss of useful data information, so the final F1-measure value is lower than those in the other two methods. Besides, the GFK-SDP method is significantly better than the TNB method, thanks to the introduction of the geodesic kernel space transformation technique. In the new subspace representation, the distributions of the source and target data are approximated. This effectively reduces the error caused by the inaccurate model training effect due to different data distribution of different datasets and at the same time effectively maximizes the useful feature information in the source and target data. On this basis, the results were effectively improved using the traditional classical classification method, as shown in Figure 7.

Learning-based cross-project software defect prediction techniques have now become a technique of interest to researchers due to the superior performance of stream learning techniques on cross-project software defect prediction problems. For cross-project software defect prediction techniques, it is an important research topic to solve the problem of a different distribution of data features between source and target projects and to effectively mine the shared information between different projects.

People often find it easy to solve these problems by intuition. Abstract and formal tasks are one of the most difficult mental tasks for humans, but they are the easiest for computers. In this chapter, a cross-project software defect prediction method based on geodesic streamlines is proposed, which draws on the knowledge of incremental learning to effectively solve the problem of different data distribution between different projects. The software defect prediction model is based on the cross-project model, and the source dataset is used as training data to obtain the software defect prediction model, and, finally, the obtained training model is used to test the data to be predicted. The main problem is that the data distribution of the source data and the target data are different, as shown in Figure 8.

As can be seen from the figure, for a stacked forest of the same depth, when the number of trees in the forest is less than 200, the prediction correct rate, accuracy rate, and AUC value all show an increasing trend, and the prediction recall rate shows a decreasing trend, while the prediction F1-measure shows a stable performance. To analyze the reason, when the number of trees in the forest is less than 200, the learning ability of the random forest and completely random tree forest in the stacked forest increases with the increase of the number of trees, so that the stacked forest can learn more detailed data information, and, therefore, the performance of the prediction model increases with the increase of the number of trees in the forest. For these three datasets, the recall rates of Sigmoid+SVM are only about 4%, 3%, and 3%, while Deeper and the improved DBN method achieve a better recall rate of more than 65%. When the number of trees in the forest is greater than 200, the learning ability of the random forest and the completely random tree forest in the stacked forest has reached saturation, and increasing the number of trees again will not increase the learning performance, so the performance of the prediction model is smooth, but it can be seen from the running time comparison graph that the running time of the prediction model basically grows linearly with the number of trees in the forest, so the performance of the stacked forest is the best when the number of trees in the forest is 200. The loss cost function and sparsity constraint method of the autoencoder are improved. At the same time, to reduce the influence of noise on the input data, a software defect prediction method based on the stacked noise-reducing sparse autoencoder is proposed; and, for the same number of
trees in the stacked forest, when the stacked forest is deeper, the correct prediction rate remains the same, and the prediction accuracy tends to decrease, but the prediction recall, F1-measure, and AUC values all show an increasing trend, and it can be seen from the comparison graph of prediction AUC values that the performance of the prediction model increases slowly and negligibly when the depth of the stacked forest is greater than three layers so that the stacked forest depth of three layers is the best choice.

5. Conclusion

Deep neural networks require large-scale training data during training, and the task for small-scale data will fail to achieve the desired effect due to training underfitting, and the hyperparameters of deep neural networks are too many, which makes tuning the parameters complicated. To address these problems, the deep forest is applied to software defect prediction, and its feature vector generation method, feature transformation method, and feature enhancement method are improved to address the shortcomings in software defect prediction performance, and the software defect prediction release method based on the deep stacked forest is proposed. The experimental results show that the prediction method based on the deep stacked forest has advantages over the prediction method based on deep forest in terms of prediction performance and operational efficiency. The method of three rounds of manual testing and software defect prediction is used; that is, some program modules are first randomly selected for manual testing, and then the tested program modules are used as training sets to construct software defect prediction models, predict the defect propensity of untested program modules, and then manually test the program modules with defect propensity, and so on. If the class distribution of the training sample dataset is unbalanced, the number of support vectors is also unbalanced. Based on the principle of minimizing structural risks, support vector opportunities ignore the impact of rare classes on structural risks and expand the boundaries of decision-making. After three rounds of manual testing and software defect prediction, the system contains the defect, and the number of defective program modules in the system is reduced to an acceptable level. The combination of manual testing and software defect prediction greatly reduces the number of manually tested program modules, reduces software testing time, and improves software development efficiency. It is practical to apply deep learning methods to malware detection. This paper combines the existing virtual machine introspection technology to migrate all security work outside the virtual machine, which is more secure and efficient; and the use of deep learning methods can also effectively solve the drawbacks of traditional detection methods to make effective detection and early warning of unknown malware variants; differing from single detection methods, this paper effectively combines dynamic/static detection methods.
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