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In this paper, a novel approach for facial expression recognition based on sparse retained projection is proposed. &e locality
preserving projection (LPP) algorithm is used to reduce the dimension of face image data that ensures the local near-neighbor
relationship of face images.&e sparse representation method is used to solve the partial occlusion of human face and the problem
of light imbalance. &rough sparse reconstruction, the sparse reconstruction information of expression is retained as well as the
local neighborhood information of expression, which can extract more effective and judgmental internal features from the original
expression data, and the obtained projection is relatively stable. &e recognition results based on CK+ expression database show
that this method can effectively improve the facial expression recognition rate.

1. Introduction

As an important branch of pattern recognition research,
face recognition technology has become a research
hotspot in today’s society. Face recognition technology is
realized via the face image analysis and extraction of
image characteristic data, such as those with the most
discriminating information to identify a technology [1].
&e current face recognition technology is based on a
single image and image set recognition methods. In single
image recognition, each image acts on behalf of a sample,
whereas in the image set recognition method, a person’s
multiple images are used to represent a sample that
constitutes an image set. Face recognition technology
involves many fields such as cognitive psychology, image
processing, pattern recognition, computer vision, and
physiology, so there are a lot of researchers involved in
face recognition research, which means face recognition
technology has seen rapid development [2].

Although face recognition technology has been applied in
real life, the current technology has not fully reached themature
state, and it still faces many difficulties and challenges. In
practical applications, the face may be affected by some natural
conditions, such as the impact of light imbalance, partial

shielding of the face, facial expression change, posture change,
age, andmany other noises, which can affect the accuracy of face
recognition results.&erefore, the current research focus should
be on solving these key problems that hinder the development
of face recognition technology.With the attention of researchers
on face recognition worldwide, face recognition technology has
made great achievements. In China, the team led by researcher
Shan Shiguang, as well as the team led by Professor Gao Wen
and Professor Chen Xilin, made significant contributions on
face recognition and detection, and they established a large-scale
domestic face database and many face recognition algorithms
[3]. &e team led by Professors Xu Guangyou and Zhang
Changshui hasmade significant achievements by conducting an
in-depth study of face pose changes in the process of face
recognition [4].&e team led by Professor Yang Jingyu has been
engaged in face recognition research for a long time. &e main
research direction is to analyze the algebraic features of face
images and propose a variety of new face recognition algorithms
[5]. In addition to the research teams listed above, there are
many other research teams that have been engaged in face
recognition-related research for a long time and have made
corresponding achievements and progress [6, 7].

&e experimental face library used by authors in [8]
contained sample images of 16 people, of which each person
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had 9 images of faces with different shooting angles, lighting
conditions, and different sizes. All the images of each person
showed no significant change in expression. &e recognition
rate can reach up to 96% under different lighting conditions,
64% for face images of different scales, and 85% for face
images of different angles. &e authors in [9] proposed a
method based on elastic graph matching with relatively high
recognition rate, which is a method of feature information
extraction based on dynamic link structure. &ey repre-
sented the face image as a graph structure, and the nodes of
the graph were some key points in the face image (such as
nose, mouth, and eyes). &e links to these key information
points form the edges of the graph, where each node con-
tains a number of key information that is used to form the
template of the face image. In [10], the authors used a neural
network approach for face recognition. &ey first extracted
50 key feature information from face images and then
mapped that information to the five-dimensional network
space through the neural network and finally recognized and
classified face images through the multilayer perception
system (MLP) of the neural network. &rough the contin-
uous improvement and innovation of researchers, a variety
of neural network structures have been proposed succes-
sively, and the recognition rate of face images has been
improved to varying degrees.

In this paper, numerous challenges encountered in
the process of face recognition were studied and analyzed.
Using locality preserving projection (LPP) algorithm and
sparse representation method, we found that LPP algo-
rithm used for reducing the dimension of face image can
ensure the local near-neighbor relationship of face image
data. &is makes the neighborhood relationship between
the image samples before and after dimensionality re-
duction to be maintained and preserved. In addition,
sparse representation can well solve partial occlusion and
illumination imbalance [11], and it has strong robustness
to these problems. &erefore, sparse representation was
used to classify the data after dimensionality reduction.
&erefore, in this paper, we combine the LPP with the
classification method of sparse representation, effectively
solving the impact of relevant problems on the recog-
nition process and achieving a good recognition rate.

&e rest of this paper is organized as follows. In Section
2, the local retained projection algorithm is discussed, which
is based on the sparse classification. In Section 3, the pro-
posed face dynamic expression recognition method for low
illumination image is discussed. In Section 4, the experi-
mental results are provided. Finally, the paper is concluded
and future research directions are provided in Section 5.

2. Local Retained Projection Algorithm
Based on Sparse Classification

In this section, first the LPP algorithm used by the proposed
scheme is discussed. Next, the sparse representation clas-
sification is discussed. Both these approaches are the main
approaches used by dynamic facial expression recognition
techniques for low illumination images.

2.1. Locality Preserving Projection (LPP) Algorithm.
Locality preserving projection (LPP) algorithm [12] is an
unsupervised dimensionality reduction algorithm, which
mainly aims at dimensionality reduction of nonlinear data.
Its characteristic is that it can maintain the original topo-
logical structure relationship of the data points of the
sample. It projects the data from the high-dimensional
manifold space to the low-dimensional space by finding a
projection matrix, aiming at finding the low-dimensional
linear space embedded in the high-dimensional manifold
space. &e LPP algorithm ensures that the original local
neighbor relationship can still be maintained after dimen-
sionality reduction by constructing the neighbor graph.

&e general process of linear dimension reduction can be
described as follows: For Rm given sample set
X � x1, x2, . . . , xk􏼈 􏼉 of k data in the high-dimensional space,
we need to find a projection matrix A to map all the data in
the high-dimensional space to a low-dimensional space Rl,
where l≪m, and obtain the sample point set
Y � y1, y2, . . . , yk􏼈 􏼉 corresponding to all k samples in the
low-dimensional space, and we can get yi � Axi. In this way,
for each xi, yi can be found to make a good low-dimensional
representation of it, so as to achieve the purpose of di-
mensionality reduction.&e LPP algorithm assumes that the
high-dimensional data X � x1, x2, . . . , xk􏼈 􏼉 are embedded
on the manifold plane M in the high-dimensional spaceRm.

2.1.1. Building the Nearest Neighbor Graph. LPP algorithm is
the first step to build a neighbor graph G using
X � x1, x2, . . . , xk􏼈 􏼉. Consider a set of adjacent G samples,
each sample point is one of the vertices; a total of k vertices,
for two vertices xi and xj if they are as close neighbors, are
connected by edges xi and xj, otherwise there is no
boundary between xi and xj, to judge whether xi and xj are
the neighbors. &e relationship between them uses the
following two methods:

(a) ε-domain method: by setting a threshold ε, for each
sample of data xi, calculate the Euclidian distance be-
tween it and all other samples. If xj‖xi − xj‖

2 < ε, the
sample points xi and xj are considered to be close
neighbors, and an edge link is used between them;
otherwise, they are considered to be nonclose neighbors;

(b) K-nearest neighbor method: for each data sample xi,
calculate the Euclidean distance between it and all
other samples. Select the first k sample points with
the smallest Euclidean distance to xi as the nearest
sample points to xi and link them with an edge,
respectively. Figure 1 vividly shows the two methods
of finding the nearest sample points.

2.1.2. Determining the Weights of a Graph. After the con-
struction of the nearest neighbor graph in the first step, it is
necessary to assign a weight to the edge of the nearest
neighbor graph to construct the weight matrix W. &is
weight reflects the degree of similarity between nearby
samples. &e greater the weight, the higher the similarity
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between samples. &ere are two methods for weight
calculation:

(a) &ermonuclear-based methods:

Wij �
e

− xi− xj

����
����
2
/t, if xi and xj are adjacent,

0, if xi and xj are not adjacent.

⎧⎪⎨

⎪⎩

(1)

(b) Method based on the 0-1 principle:

Wij �
1, if xi andxj are adjacent,

0, if xi andxj are not adjacent.
⎧⎨

⎩ (2)

2.1.3. 3e Target Code. &e goal of the LPP algorithm is to
find a projection matrix A to project data from the high-
dimensional space to the low-dimensional space. &e LPP
algorithm obtains the projectionmatrix A byminimizing the
following objective function:

􏽘
i,j

yi − yj􏼐 􏼑
2
Wij, (3)

where yi and yj are data sample points of dimensionality
reduction and can be obtained by sorting out the above
equation:
1
2

􏽘
i,j
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2
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1
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􏽘
i,j
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xiDiixi
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− 􏽘
i,j
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T
xiWiixi

T
A � A

T
X(D − S)X

T
A

� A
T
XLX

T
A,

(4)

where Dii � 􏽐i,jWij and L � D − W are known as Laplacian
matrices. In order to eliminate the arbitrariness and scaling

of the above minimization problem, a restriction condition
is added to the above minimization problem:

􏽘
i

Diiy
2
j � 1⇒A

T
XLX

T
A − 1. (5)

With this constraint added, the above minimization
problem is relatively simple and can be transformed into the
minimization problem with the following constraints:

arg min
ATXDXTA�1

A
TXLXT

A. (6)

&e solution of this objective function can be regarded as
the eigenvector problem of solving a generalized charac-
teristic equation:

XLXT
a � λXDXT

a. (7)

Calculate all eigenvalues and eigenvectors corresponding
to formula (7) and sort the eigenvalues from small to large. K
eigenvalues can be obtained: λ0 < λ1 < · · · < λk−1, and the
eigenvector corresponding to it is a0, a1, . . . , ak−1. Take the
first eigenvector to form a projection matrix
A � [a0, a1, . . . , al], then

xi⟶ yi � A
T
xi, (8)

where yj is an l-dimensional vector, which is an m × l

matrix.

2.2. Sparse Representation Classification. &e classification
method is based on the degree of sparseness. All training
samples form a data dictionary. &e dictionary in each
column represents a face image. &en for a new test sample,
all training samples can be used to delinearize. In data
analysis, the sparse coefficient vector is obtained according
to the data dictionary.

2.2.1. Sparse Representation of Test Samples. Firstly, it is
assumed that there are ni face images for the training
samples of class i, and each face image is represented by an
m-dimensional column vector v. &en, all face samples of
class i can be expressed as follows:

(a) (b)

Figure 1: (a) k-neighborhood graph vs. (b) epsilon-neighborhood graph.
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Ai � [vi,1, vi,2, . . . , vi,n] ∈ Rm×ni , where ni represents the
number of face samples contained in class i and vi,j rep-
resents the j face sample of the ith individual.&en, for a new
test sample y of class i, it can be linear, represented by all the
training face samples of i, so y can be expressed as the
following linear combination:

y � ai,1vi,1 + ai,2vi,2 + · · · + ai,ni
vi,ni
∈ R

m
. (9)

Here, ai,j ∈ R(1, 2, . . . , ni) is the coefficient of a linear
combination. It is assumed that y belongs to class i, because
in the actual classification and recognition process, it is
unknown which class y belongs to. &erefore, for all k
categories (class i contains ni training sample), a total of n
training samples can be formed into a large dictionary
matrix as follows:

A � A1, . . . , Ai, Ak􏼂 􏼃 � v1,1, v1,2, . . . , v1,n1
, . . . , vi,ni

, . . . , vk,1, vk,2, . . . , vk,nk
􏽨 􏽩 ∈ R

m×n
. (10)

&en, for any test sample y, all n training samples can be
used to make a linear representation of it, that is, it can be
expressed in a linear combination:

y � Ax ∈ R
m

, (11)

where x is a sparse coefficient vector. If y is a sample of class i,
then a sparse coefficient vector
x � [0, 0, . . . , 0, ai,1, ai,2, ai,ni

, 0, 0, . . . , 0] ∈ Rm can be ob-
tained under ideal circumstances. It can be seen from the
coefficient vector that only the coefficients corresponding to
the samples belonging to the same class with y are not zero,
and the other samples are all equal to zero. So, sparse co-
efficient vector x retained information about classes, so we
can pass the sparse coefficient vectors to order a test sample y
category information.

(i) Solving Sparse Solution. In the process of sparse repre-
sentation, the most important problem is to solve the sparse
coefficient vector x. In the practical application, we hope to
find a coefficient vector x that is sparse enough and can fully
represent the test sample y. For the solution of x, we can
solve it by l2 norm:

􏽢x2, argmin ‖x‖2,

s.t., Ax.
(12)

&e norm problem is easy to solve by taking the
pseudoinverse of the matrix A and then solving for 􏽢x2.
However, the vector 􏽢x2 obtained by l2 norm is not easy to test
samples for classification, and the solutions obtained by it
are usually relatively dense, that is, the nonzero terms in
vector 􏽢x2 correspond to a large number of categories, which
leads to increased difficulty in classification. In order to solve
the dense problem, the coefficient vector can be more strictly
restricted, so the norm l0 is used to solve:

􏽢x0 � argmin ‖x‖0,

s.t. y � Ax.
(13)

&e relatively sparse coefficient vector 􏽢x0 can be obtained
by solving the optimal solution of norm l0 above. However,
the solution of norm l0 optimization problem has always
been an NP-hard problem, and there is a problem that the
solution is not unique, so its solution is not as simple as the l2

norm. &erefore, the l0 norm optimization solution is also

not good. Finally, a compromise method is adopted to solve
the problem through the l1 norm. &rough the li norm,
relatively sparse coefficient vectors can be obtained, and in
general, there is a unique solution:

􏽢x1 � argmin ‖x‖1,

s.t. y � Ax.
(14)

&e desired sparse representation 􏽢x1 can be obtained
through the optimization solution of l1 norm, and the
following sample classification and recognition can be
carried out through this coefficient vector.

(ii) Classification Based on Sparse Representation. In an ideal
case, the nonzero term in the solved sparse coefficient vector
􏽢x1 is the coefficient corresponding to the samples of the same
class of the test sample, and the coefficient term corre-
sponding to other samples that do not belong to the same
class of the test sample is zero. Since the coefficient reflects
the similarity between samples, the classification and rec-
ognition of test samples can be carried out according to the
sparse coefficient vector. Samples corresponding to the term
with the largest coefficient in the vector can be selected and
then the test samples can be classified into the same category.
In this way, classification and recognition can be realized.
However, in practical applications, due to the existence of
noise and model error, the situation is often not so ideal, and
the nonzero term in the coefficient vector obtained is not
necessarily the same category as the test sample. &erefore,
the method with the largest coefficient cannot be simply
selected for the classification of test samples.

For better classification, recognition, and accurate re-
sults, the concept of residual error (reconstruction error) is
introduced for the sparse classification. &e category to
which y belongs is judged by calculating the reconstruction
error of the test sample of each class. &e class with the
smallest reconstruction error value is regarded as the cat-
egory to which y belongs. For this purpose, the following
classification criterion function is used:

min ri(y) � y − Aδi(x)
����

����2, (15)

where ri(y) ∈ R is the reconstruction error of test sample y
on class i; δi(x) ∈ Rn is a new sparse coefficient vector. It
only keeps the coefficient corresponding to the item of class i
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training samples in the sparse coefficient vector 􏽢x1 and sets
all other coefficients to zero. In this case, it is the recon-
struction and recovery of test sample y on the class i. By
calculating the sum of the square of the difference between
the test sample y and its reconstruction recovery sample 􏽢yi �

Aδi(x) ∈ Rm on class i, the reconstruction error on class i
can be obtained.

3. Face Dynamic Expression Recognition
Method for Low Illumination Image

First the face detection approach using AdaBoost algorithm
is discussed in Section 3.1 followed by expression feature
extraction based on sparse reserved projection algorithm in
Section 3.2.

3.1. Face Detection Based on AdaBoost Algorithm. &e face
detection algorithm based on AdaBoost algorithm consists
of three parts: Haar-like feature representation, strong
classifier construction, and cascade structure processing
[13]. Its detection flow chart is shown in Figure 2.

3.1.1. Haar-Like Features. &ere are four basic feature
templates of Haar-like features, as shown in Figure 3. &e
template is composed of black and white rectangles, and the
eigenvalue is expressed as the difference of the sum of pixels
between the two rectangles. A template represents a child
window used to extract local features of the face.

In Figure 3, the characteristics of class (a), (b), and (d)
and the eigenvalue V are

v � Sumwhite − Sumblack. (16)

For the features of class (c), if the number of pixels of the
black and white rectangle is the same, the calculation for-
mula of its eigenvalue is as follows:

v � Sumwhite − 2Sumblack. (17)

In order to speed up the calculation speed, the face
detection method based on AdaBoost algorithm calculates
Haar-like eigenvalue by using integral image [14]. Save the
pixel sum of the rectangle in the array to reduce duplicate
operations. &e integral of image I at point (x, y) and image
II (x, y) is defined as

II(x, y) � 􏽘

x′≤x

􏽘

x′≤x

I x′, y′( 􏼁, (18)

where I (x′, y′) is the pixel value of image I at point (x′, y′).
Calculation of integral image is shown in Figure 4.

As shown in Figure 4, the integral image of each point is
as follows:

II1 � Sum(A),

II2 � Sum(A) + Sum(B),

II3 � Sum(A) + Sum(C),

II4 � Sum(A) + Sum(B) + Sum(C) + Sum(D).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

&en, the sum of pixels of rectangle D is

Sum(D) � II1 + II4 − II2 + II3( 􏼁. (20)

It can be seen that the Haar-like eigenvalue only needs to
calculate the integral image of the rectangular endpoint,
which greatly reduces the calculation amount and improves
the efficiency of feature extraction.

3.1.2. Strong Classifier Construction. AdaBoost is an adap-
tive iterative algorithm [15]. Its basic principle is to combine
multiple weak classifiers into strong classifiers. &e ex-
pression for constructing the weak classifier hj(x) is as
follows:

hj(x) �
1, pjfj(x),

0, otherwise.
􏼨 (21)

In equation (21), fj(x) represents the eigenvalue of the
subwindow to be measured in the image corresponding to
feature j, θj represents the threshold of the weak classifier,
and Pj represents the direction of the inequality sign. If the
positive sample is classified below θj, then Pj � 1; otherwise,
Pj � −1.

&e steps to build strong classifier H(x) are as follows:

Step 1: given the training sample set
(x1, y1), (x2, y2), . . . , (xn, yn)􏼈 􏼉, yi � 1 represents the
positive sample and yi � 0 represents the negative
sample.
Step 2: initialize the weight of sample xi according to
equation (21):

w1/j �

1
2l

, if xi is a positive sample,

1
2m

, if xi is a negative sample.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(22)

In equation (22), l is the number of positive samples and
m is the number of negative samples.

3.1.3. Facial Detection Based on AdaBoost Algorithm.
&e last step of themethod is to process the cascade structure
of the generated strong classifier H(x), as shown in Figure 5.

&e cascading processing structure of strong classifier
reflects two advantages of AdaBoost algorithm:

(1) &e classifier located at the front end of the cascade
structure can quickly exclude the subwindows that
do not belong to the facial region. If the input image
subwindow is denied once, it cannot enter the next
level of classifier, thereby reducing the amount of
computation.

(2) &e results are more accurate because the input
image subwindow is filtered layer-by-layer, only each
classifier in the cascade structure is judged to belong
to the face region and can finally be detected as a face.
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3.2. Expression Feature Extraction Based on Sparse Reserved
Projection Algorithm. In the traditional facial expression
recognition system, the expression feature extraction
module is the core module, and the effective feature
extraction directly affects the final recognition result.
Facial expressions are rich in features, so there are many
methods for feature extraction. &is paper mainly uses
LBP feature extraction. Local binary pattern (LBP) is a
texture feature descriptor commonly used in image
processing. Its remarkable feature is that it not only
extracts image features effectively but also ensures a small
amount of computation. &e standard LBP operator
contains the gray value of 9 pixels, and its structure is
shown in Figure 6.

In Figure 6, gc is the gray value of the center pixel of the
window, which is defined as the threshold value. LBP op-
erator feature extraction can be divided into three steps.

Step 1. Compare the 8 gray values g0, g1, ..., g7 adjacent to
the threshold with themselves in turn. If gi is greater than the
threshold, then the position of the pixel corresponding to the
gray value is marked as 1; if gi is less than the threshold
value, the position of the corresponding pixel value is
marked as 0. &us, a 3 × 3 window can generate 8 binaries.

Step 2. Arrange the 8 binary codes generated in Step 1 in
sequence to obtain a string of 8-bit binary numbers, namely,
the LBP binary code of the pixel in the center of the window.

Step 3. Convert the LBP binary code obtained in Step 2 into
decimal number to obtain the LBP value of the pixel in the
center of the window.

Although the standard LBP operator can extract the
image texture features effectively, its coverage is small and
there are some defects. &e extended LBP operator and the
uniform mode LBP operator evolved from the standard LBP
operator, and these two operators have stronger expression
ability.

Extended LBP operator is an enhancement of the
standard LBP operator, which expands the 3 × 3 window
neighborhood to any scale. &e structure of the extended
LBP operator is shown in Figure 7. P and RLBP are used to

Face sample Non-face samples

AdaBoost algorithm training

Generate classifier

Input image

AdaBoost algorithm detection

Output result

Figure 2: Flow chart of facial detection based on AdaBoost algorithm.

(a) (b) (c) (d)

Figure 3: Haar-like feature template. (a) Feature template 1, (b) feature template 2, (c) feature template 3, and (d) feature template 4.

1 2

3 4

A B

C D

Figure 4: Calculation of integral image.
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represent the LBP value of the center pixel in the circular
neighborhood, where P represents the number of sampling
points and R represents the radius of the circular neigh-
borhood. &en, the texture information of the three circular
neighborhoods in Figure 7 is respectively represented as
LBP4,1, LBP8,1, and LBP8,2.

Let the coordinate of the central pixel be (xc,yc) and the
coordinate of the sampling point in the circular neighbor-
hood be (xp, yp), then

xp � xc + R cos
2πp

P
􏼒 􏼓,

yp � yc + R sin
2πp

P
􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(23)

In order to describe the texture information of the
circular neighborhood conveniently, an auxiliary function
s(x) is defined as follows:

s(x) �
1, x≥ 0,

0, x< 0.
􏼨 (24)

By referring to the calculation method of the standard
LBP operator, the LBP value of (xc,yc) is

LBPP,R � 􏽘
P−1

P�0
s gp − gc􏼐 􏼑 × 2p

. (25)

In equation (25), gp(p � 0, 1, . . . , P − 1) represents the
gray value of P sampling points around (xc,yc)B.

4. Experiment Results

In this section, first the parameter settings are discussed
followed by results and analysis.

4.1. Parameter Settings. &e parameters of the VGG-19
pretraining model were transferred to the facial expression
recognition networkmodel by transfer learningmethod, and
the facial expression recognition network model was trained
by locality preserving projection (LPP) algorithm. Freeze the
parameters of the first 12 convolution layers and train and
optimize the last 4 convolution layers, 2 full connection
layers, and the new Softmax classification layer. &e batch
size is set to 48, the initial learning rate is set to 0.005, and the
number of training periods epoch is set to 100, respectively.

4.2. Results and Analysis. In order to verify the effectiveness
of the method presented in this paper, the expression rec-
ognition method based on sparse reserved projection al-
gorithm and the algorithm based on Yang et al. [5] and
Zhuang and Ding [6] are respectively used to carry out
comparative experiments. From here onward, I refer to them
as reference [5] and reference [6] respectively for the ease of
understanding.

Figure 8 shows the changes of the loss function values of
the two models on CK+ expression datasets. It can be seen
that, in the process of model learning, the network con-
vergence speed of the algorithm in reference [5] and ref-
erence [6] is slow, and the loss function value drops to 0.8
and 0.9, respectively. It shows that the model learning ability
of the method in this paper is stronger.

Table 1 shows the confusion matrices of the three models
under CK+ expression datasets. &e recognition rates of the
algorithm in reference [5] and reference [6] are 91.17% and
89.25%, respectively, while the recognition rate of the
method in this paper is 94.12%. It can be seen that the sparse
retained projection algorithm is used in the experiment to
achieve a higher recognition rate than other deep learning
methods. &e proposed method achieves a high recognition
rate on the dataset, which shows the rationality and effec-
tiveness of the proposed model.

Image
subwindow

Feature template 1 Feature template 2Yes Feature template LYes … … Yes Belonging to the
facial area

Yes

Does not belong to the face area

Figure 5: Schematic diagram of cascade structure.

Scientific Programming 7



g1 g2 g3

g0 gc g4

g7 g6 g5

Figure 6: Standard LBP operator.

(a) (b) (c)

Figure 7: Diffusion LBP operator. (a) LBP4,1, (b) LBP8,1, and (c) LBP8,2.
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Figure 8: Continued.
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5. Conclusion

In this paper, the locality preserving projection (LPP) al-
gorithm and sparse representation method are studied, and
they are combined to carry out face recognition. By using the
locality preserving projection (LPP) algorithm to reduce the
dimensionality of the high-dimensional face data, this
method can maintain the consistency of the local neighbor
relationship between samples before and after dimension-
ality reduction and effectively ensure the invariance of the
relationship between the high-dimensional data in the
projection to the low-dimensional space. After dimen-
sionality reduction, the sparse representation method is used
to classify and match the feature data to achieve recognition
effect. Experimental results show that the proposed method
achieves a high recognition rate on CK+ expression datasets.
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