
Retraction
Retracted: An Intelligent Evaluation Method of Information
Course Teaching Effect Based on Image Analysis

Scientific Programming

Received 8 August 2023; Accepted 8 August 2023; Published 9 August 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] H. Chen and J. Zhang, “An Intelligent Evaluation Method of
Information Course Teaching Effect Based on Image Analysis,”
Scientific Programming, vol. 2021, Article ID 3200865, 9 pages,
2021.

Hindawi
Scientific Programming
Volume 2023, Article ID 9865218, 1 page
https://doi.org/10.1155/2023/9865218

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9865218


RE
TR
AC
TE
DResearch Article

AnIntelligentEvaluationMethodof InformationCourseTeaching
Effect Based on Image Analysis

HaiDong Chen 1 and JuFang Zhang2

1Dean’s Office, Shang Hai East Sea College, Shang Hai 201206, China
2Dean’s Office, Shang Hai Jiao Tong University, Shang Hai 200241, China

Correspondence should be addressed to HaiDong Chen; 1168@esu.edu.cn

Received 22 September 2021; Revised 18 October 2021; Accepted 25 October 2021; Published 8 November 2021

Academic Editor: Bai Yuan Ding

Copyright © 2021 HaiDong Chen and JuFang Zhang. ,is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Due to its own limitations, the traditional teaching quality evaluation method has been unable to adapt to the development of
information-based curriculum teaching. ,erefore, the establishment of a scientific and intelligent teaching effect evaluation
method will help to improve the teaching quality of college teachers. To solve the above problems, a student fatigue state
evaluation method based on the quantum particle swarm optimization artificial neural network is proposed. Firstly, face detection
is realized by adding three Haar-like feature blocks and improving the AdaBoost algorithm of a weak classifier connection.
Secondly, in order to effectively improve the image imbalance, the MSR algorithm is used to enhance the face data image, which is
effectively suitable for network training. ,en, by readjusting the connection mode, the DenseNet is improved to fully reflect the
local detail feature information of the low level. Finally, quantum particle swarm optimization (QPSO) is used to optimize the
DenseNet structure, which makes the optimization of network structure more automatic and solves the uncertainty of manual
selection. ,e experimental results show that the proposed method has a good detection effect and prove the effectiveness and
correctness of the proposed method.

1. Introduction

With the rapid development of Educational Informatics, it
has been widely used in many aspects of the higher edu-
cation field and achieved good results, but research and
practice have lagged behind in measuring teaching quality,
such as the teaching quality evaluation system and evalu-
ation model; it is well known that the evaluation of teaching
quality analysis is a very complex nonlinear process [1–4];
there are multiple influencing factors and dynamic variables
involved, so that the traditional model of the teaching quality
has become less fully competent in work addressing this
ambiguity.

At present, cameras are used in most classrooms of
information courses to monitor students’ status in real time,
resulting in a large amount of video data. ,e traditional
teaching quality evaluation method needs to monitor each
student’s sitting posture, facial expression, and other

information in the video manually to judge whether each
student has fatigue. ,is method has the problems of low
efficiency and high labor cost [5–8], so it cannot be pop-
ularized and applied on a large scale. How to find the fatigue
state of students in time and effectively by means of auto-
mation in practical application, so as to effectively prevent
the occurrence of students’ inattention in class, has a strong
practical significance and helps to ensure the teaching
quality of information-based courses.

Artificial intelligence uses computers to simulate some
human thinking processes and intelligent behaviors, so as to
endow machines with human intelligence [9–11]. Machine
learning is a branch of artificial intelligence, and its most
successful application is in the field of computer vision
[12, 13]. As a technology to realize machine learning, deep
learning has attracted great attention. Deep learning adopts a
multilevel network structure to model the human brain
autonomous learning. ,e advantages of deep learning are
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mainly in the following two aspects. First, deep learning
mostly adopts a deep neural network. With the deepening
of network level, it can often get better learning effect,
which is far from being achieved by shallow learning
[14, 15]. Second, in-depth learning attaches great impor-
tance to the learning of the characteristics of the training
object and has a very strong feature learning ability [16–18].
Many researchers have applied deep learning to fatigue
state detection tasks and achieved good recognition ac-
curacy, among which the most representative is the arti-
ficial neural network. However, the essence of the artificial
neural network is a gradient descent algorithm, which will
fall into a local optimal solution. ,eoretically, it still has
room for optimization.

In order to solve the above problems, this study
proposed a student fatigue state evaluation method based
on the quantum particle swarm optimization artificial
neural network. ,e proposed method improves Dense-
Net [19] by reducing the number of redundant connec-
tions, so as to fully reflect low-level local detail feature
information. Finally, QPSO [20] is used to optimize the
DenseNet structure and increase the number of hyper-
parameters, which makes the optimization of network
structure more automatic and solves the uncertainty
problem of artificial selection. Experimental results show
that, on CAS_PEAL and self-built datasets, the accuracy of
the QPSO-DenseNet algorithm is higher than that of the
optimal DenseNet structure selected manually.

2. Literature Review

For students in the information class, physical fatigue will
lead to distraction, leading to students being unable to
concentrate in the normal teaching process. ,e research
technology on fatigue state detection at home and abroad
began in the 1930s and has not made great progress. It is not
until the last two decades that the research results have made
great progress, which is mainly due to the development of
information processing technology, sensor technology, and
deep learning technology in recent years. Research on fa-
tigue state detection can be divided into two aspects: the
method based on physiological parameters and the method
based on human behavior characteristics.

,e fatigue state detection method based on physio-
logical parameters receives signals from electrode patches on
the forehead, heart, and muscle through medical special
instruments and equipment, and the signals are transmitted
to the system for real-time analysis. ,e threshold value of
physiological parameter signals defined clinically is used as
the basis for fatigue discrimination. Luo et al. [21] evaluated
driving fatigue based on frontal EEG signals. Wang et al. [22]
proposed the method of deep learning and convolution
neural network combined with EEG, which improved the
detection accuracy compared with previous methods.
However, physiological parameters are mostly collected by
special human body signal acquisition instruments, and the
volume of medical equipment is relatively large, which
cannot be used in the classroom. In addition, because one
end of the data acquisition equipment must be connected to

the skin of the human body, it is not conducive to normal
teaching activities, so the adaptability is poor.

,e driver fatigue state detectionmethod based on driver
behavior characteristics is a research method combining
pattern recognition and image processing technology. With
the facial state image collected with the camera as the input
data, after image processing and computer vision-related
technology processing, the dynamic data of the eyes and
mouth on the face are analyzed to judge whether the fatigue
limit is reached and then the fatigue state is judged. At
present, there are many research results using this method.
Qian et al. [23] used Haar-like features and AdaBoost
classifier to conduct real-time detection of the face and
analyzed the optimal sampling rate and minimum possible
target size to improve detection accuracy and calculation
efficiency. Eye localization and iris localization are per-
formed on the detected face. Finally, PERCLOS was used as
the criterion to judge fatigue. You et al. [24] used elliptic
curve fitting and image enhancement methods, respectively,
to determine fatigue according to eye opening. Guo et al.
[25] used the convolutional neural network and Bayesian
network, respectively, to extract face features and the rela-
tionship between features.

In order to improve the accuracy of student fatigue state
evaluation, this paper proposes a student fatigue state
evaluation method based on the quantum particle swarm
optimization artificial neural network. Firstly, face detection
is realized by the improved AdaBoost algorithm. Secondly,
in order to effectively improve the image imbalance, Mul-
tiscale Retinex (MSR) [26] algorithm is used to enhance the
face data image. ,en, DenseNet is improved by reducing
the number of redundant connections. Finally, the DenseNet
structure was optimized by QPSO.

3. EvaluationMethod of Students’ Fatigue State

3.1. FaceDetectionBasedon the ImprovedAdaBoostClassifier.
,e purpose of this stage of face detection is to determine the
position of the human face region in the whole image from
the input image and output coordinates and other infor-
mation, such as head tilt angle. Face detection is a key step in
the study of student fatigue state detection. Although the
relative positions of facial features are roughly the same, it is
still very difficult to detect faces under the influence of
different expressions and external light.

In the face detection stage, the cascaded AdaBoost
classifier [27] can quickly exclude a large number of nonface
images at the initial stage of training, which will greatly help
improve the efficiency of face detection in the end. Haar-like
features are inspired by Haar wavelet transform, which can
describe feature edges and feature changes in each direction
of the image in detail. Haar-like feature is an important tool
for AdaBoost to realize face detection. In order to improve
the accuracy of face detection, this paper adds three rect-
angular features on the basis of the original rectangular
features (Figure 1), as shown in Figure 2.

In Figure 2, the left rectangle is used to represent the left
cheek, the middle rectangle is used to represent the right
cheek, and the right rectangle is used to represent the local
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features of the face. ,e white part of local features repre-
sents the forehead, and the rest represents the eyes.

,e improved AdaBoost method obtains the strong
classifier G(x) by combining several weak classifiers.

f(x) � 
N

n�1
e

anGn(x)
,

G(x) � sign(f(x)) � sign 
N

n�1
e

anGn(x)⎛⎝ ⎞⎠,

(1)

where an represents the coefficient of Gn(xi), which is how
important it is in Gn(xi).

an �
1
2
log

1 − en

en

, (2)

where en represents the error rate on the training set.

en � 
M

i

wniI Gn xi( ≠yi( , (3)

where wni represents the weight.
,en, the corresponding weights in the training set are

constantly updated so that the incorrectly classified samples
have increasing weight and the correctly classified samples
have decreasing weight. In this way, the training can make
the samples that are difficult to classify easily get attention.

3.2. Data Enhancement Algorithm. ,e Retinex algorithm is
based on the consistency of colors and is determined by an
object’s ability to reflect light. It can strike a balance between
dynamic compression, edge image enhancement, and color
constancy. At the same time, the lighting and color of objects
can be kept consistent, that is, the influence of information
transmission between the two is independent. A schematic
diagram of Retinex is shown in Figure 3.

,e original image is enhanced after illumination esti-
mation and correction. ,e R and L branches in the above
process can be expressed by the following formula:

I(x, y) � R(x, y) · L(x, y), (4)

where I(x, y) represents the received image information,
R(x, y) represents the reflection parameter of the target
object in the image information distribution, and L(x, y)

represents the irradiation parameter.
In the field of image processing, the principle of image

enhancement is often used in order to obtain better adaptive
images. Retinex differs from traditional image enhancement
algorithms, such as linear and nonlinear transformations,
random cropping, and flipping, in that they can only locally
enhance certain features of the image.

,e Multiscale Retinex (MSR) algorithm is used to
enhance the face data image, in order to solve the problem of
the complexity of the Retinex method in operation and the
decrease of operation speed and to better adapt to the ar-
tificial neural network. Gaussian filtering is completed after
the face image is processed in batch, and then, the filtering
results at different scales are averaged to obtain the best face
image. ,e calculation formula is as follows:

ri(x, y) � 
N

K�1
wk log2 Ii(x, y)(  − log2 Ii(x, y)∗Fk(x, y)( ( ,

(5)

where N represents the number of scale parameters, wk

represents the average weight of the k-th scale, and Fk(x, y)

represents the Gaussian filter function on the k-th scale.



N

K�1
wk � 1,

Fk(x, y) �
1

����
2πck

 exp −
x
2

+ y
2

2c
2
k

 ,

(6)

where ck represents the calculation coefficient on the k-th
scale.

3.3..e Improved DenseNet NetworkModel. DenseNet is an
artificial network with a new connection mode. In the
DenseNet network, each layer is connected with all other
layers; each layer receives its input from all previous layers
and propagates the feature mapping of this layer to all
subsequent layers to ensure the maximum transmission of
information between the layers of the network. Compared
with other neural networks, this network has the advantages
of encouraging feature reuse, strengthening feature transfer,
reducing the amount of calculation, and alleviating the
disappearance of a gradient. It is more suitable for fatigue
state detection. ,erefore, this paper improves on the basis
of DenseNet to improve the accuracy of fatigue state eval-
uation. ,e network structure of DenseNet is shown in
Figure 4.

Because the correlation between the training features is
increased between the layer and layer connections of the
network, in the network with dense connections, the similar
features generated by the later layer connections are better
than those generated by the previous layer connections. ,e
last layer of dense connection often accepts the output of all
previous layers as input for aggregation, but there is

Figure 2: Haar-like feature block proposed.

Figure 1: Original rectangular feature.
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redundant information between these features in the last
layer, resulting in the easy loss of feature information in the
lower layer.

DenseNet has the defect that feature information is easy
to be lost, so it should be improved. ,e main idea of this
paper is to abandon the traditional idea that each layer in
DenseNet accepts the output of all previous layers as the
input of this layer, in order to reduce the number of in-
terlayer connections. ,e connection of the first part of the
network maintains a dense connection state; the later part is
connected to the next layer with only one connection. ,e
structure diagram of the improved new module is shown in
Figure 5:

As shown in Figure 5, firstly, 1× 1 convolution is used to
change their dimensions to 256. For 38× 38 sizes, the feature
map needs to use a step size of 2 and filter size of 2× 2 and
downsample it to 19×19. ,e bilinear interpolation method
should be used to upsample the feature graph with a scale
smaller than 19×19 to enlarge it to 19×19. ,ey are then
concatenated together to form a pixel layer; Batch Norm
processing is used to make the activation values of different
hierarchical features with the same order of magnitude.
Finally, this layer is used as the base layer to generate
subsequent connections through the simple stacking of 3× 3
convolution blocks.

3.4. Optimization of DenseNet Structure Based on QPSO.
Because the velocity of PSO particle has upper limit, its
search space is limited. From the perspective of quantum
mechanics, QPSO enables the particle to have an uncertain
search trajectory, searching in the whole feasible region, but
with global convergence. ,e iterative expression of QPSO
algorithm is as follows:

p
k
id � φk

idpbest
k
id + 1 − φk

id gbestkd,

φk
id ∼ U(0, 1),

x
k+1
id � p

k
id ±

L
k
id

2
ln

1
u

k
id

,

u
k
id ∼ U(0, 1),

(7)

where xk+1
id is the d-dimensional component of the i-th

particle position in the k+1-th iteration, φk
id and uk

id are the
random numbers evenly distributed on (0, 1), pbestkid is the
d-dimensional component of the individual optimal posi-
tion (local optimal value) of particle i in the k-th iteration,
and gbestkd is the d-dimensional component of the optimal
particle position (global optimal value) of all particles in the
population.

,e update mode of pbestkidand gbestkd in the QPSO
algorithm is exactly the same as that of the PSO algorithm.

L
k
id � 2α x

k
id − C

k
d



, (8)

where α is the compression expansion factor.When α<1.781,
the QPSO algorithm converges globally. Ck

dis the average
value of the d-dimensional component of its own optimal
position gbestkd in the search process of all particles in the
population.

C
k
d �

1
N



N

i�1
pbestkid, (1≤ d≤M), (9)

where N is the population size and M is the particle
dimension.
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,e flowchart of the QPSO-DenseNet model is shown in
Figure 6.

4. Experiment and Analysis

4.1. Experimental Environment and Parameter Setting.
,e experimental simulation environment includes Inter
core i7-8750h, 8GB memory, and graphics card GTX 1060.
,e operating system is Windows 10. Deep learning
framework is TensorFlow, and we use Microsoft Visual
Studio 2010 as the development environment. ,e maxi-
mum number of iterations of QPSO is set to 30, the pop-
ulation size is 10, and the dimension of particles is 11.

4.2. Fatigue Discrimination Parameters.

(1) ,e parameter PERCLOS is the ratio of the time of
eye closure to the time of monitoring. Within a
certain period of time, when the number of eye
closure frames exceeds 70% or 80%, it can be judged
as fatigue. Since the number of frames of the image
collected using the camera in a fixed time is un-
changed, the PERCLOS value is expressed by the
ratio of the number of frames with eyes closed in the
video to the total number of frames in the video
during this period, which can be expressed by the
following formula:

PERCLOS �
eyes closed frames

total frames in detection period
× 100%.

(10)

(2) ,e parameter BF is the number of blinks per unit
time. ,ere are two types of blinking: protective
blinking in response to external stimuli and human
involuntary behavior. Normal nonfatigue people will
blink quickly; especially when you are energetic, the
BF value is 2–4 times per second and the duration of
each blink is short about 0.25–0.3 seconds; when
people are tired, their blinking speed will slow down,
BF will decrease, and the duration will be prolonged
after each eye closure. In order to study the BF

characteristics under fatigue state, 10 sample data
under different fatigue states are randomly selected
from the dataset for analysis and the mean and
standard deviation under nonfatigue state and fa-
tigue state with time windows of 20 s and 40 s are
calculated, respectively, as shown in Table 1.

It can be seen that BF is significantly different in the 20 s
and 40 s time windows, so BF can be used as the detection
parameter of fatigue driving. Based on the above experi-
mental analysis, the CAS_PEAL dataset [28] was selected,
and each face in the dataset had 27 different posture images.
A partial example of the CAS_PEAL dataset is shown in
Figure 7.

Two parameters, PERCLOS and BF, were used to dis-
criminate fatigue. w was used to represent the proportion of
PERCLOS parameter in the discrimination (the proportion
of BF parameter was 1− w). Figure 8 shows the accuracy of
the PERCLOS parameter discriminating fatigue with dif-
ferent proportions.

It can be seen from Figure 8 that when w � 1, that is, only
the PERCLOS parameter is used to distinguish fatigue, the
accuracy rate is 92.4%. When w � 0, that is, only the BF
parameter is used to distinguish fatigue, the accuracy rate is
82%. When w � 0.6, the accuracy is 91%. It can be concluded
that the comprehensive detection result of PERCLOS and BF
is better than that of a single parameter.

4.3. Comparative Analysis of Experimental Results under
Different Loss Functions. In this experiment, the artificial
neural network model was used to conduct experiments on
the CAS_PEAL and self-built datasets and the accuracy of
fatigue state discrimination was compared horizontally.
During the test, the test set randomly included images with
stronger blocking effects such as environment, light, and
angle. In order to verify the validity and correctness of the
proposed improved loss function, the settings of the loss
function are constantly changed under the condition that
other parameters in the network model remain unchanged,
so as to test the performance of different loss functions in the
network, as shown in Table 2.
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Figure 5: Improved DenseNet network structure.
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As can be seen from Table 2, Softmax loss function has a
good performance in both the original dataset and the
dataset containing affected images. ,erefore, Softmax loss
function is uniformly used in subsequent experiments.

4.4. Comparative Analysis of Experimental Results under
Different Connection Modes. In order to verify the

correctness and effectiveness of the improved connection
mode in this paper, the network with unchanged connection
mode and the network with improved connection mode in
this experiment are tested and compared on different
datasets, and the results are shown in Table 3.

As can be seen from Table 3, in terms of detection ac-
curacy, the network with improved connection mode in this

Table 1: Analysis table of blink frequency in nonfatigue state and fatigue state.

Time window (s)
Not fatigued Fatigued

Mean value Standard deviation Mean value Standard deviation
20 15.10 5.97 15.46 5.65
40 15.10 3.65 15.46 3.64

Figure 7: Partial example of the CAS_PEAL dataset.
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Figure 6: Flowchart of the QPSO-DenseNet model.
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paper has a better performance in CAS_PEAL and self-built
datasets. In terms of average time consumption, the network
with improved connection mode in this paper has low time

consumption in both datasets. ,e results show that the
improved network not only improves the detection accuracy
but also reduces time consumption.

Table 2: Correct recognition rate under different loss functions.

Loss function Original dataset Datasets with affected images
Hinge loss 0.866 0.821
Softmax loss 0.891 0.844
Square loss 0.882 0.779
Exponential loss 0.831 0.798
Smooth L1 loss 0.843 0.801

Table 3: ,e verification accuracy of different networks.

Dataset
Accuracy of detection under different connection

modes
Average time consumption under different

connection modes (s)
Original link mode Improved link mode Original link mode Improved link mode

CAS_PEAL 0.891 0.897 0.52 0.47
Self-built dataset 0.837 0.852 0.73 0.65
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Figure 9: Network training process diagram.

Table 4: Accuracy of detection under different datasets.

DenseNet QPSO-DenseNet
CAS_PEAL 0.891 0.921
Self-built dataset 0.837 0.872
CAS_PEAL+ self-built datasets 0.781 0.813
,e bold values given in all tables indicate better performance.

Table 5: Comparison of accuracy of different models.

CNN PSO-CNN QPSO-DenseNet
CAS_PEAL 0.886 0.903 0.921
Self-built dataset 0.824 0.865 0.872
CAS_PEAL+ self-built datasets 0.767 0.809 0.813

Scientific Programming 7
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4.5. Comparative Analysis of Comprehensive Experimental
Results. In order to verify the overall efficiency of the QPSO-
DenseNet model, the detection accuracy curve and loss
function curve with the change of training times were
plotted. It can be seen from the curve that the accuracy rate
changes with the training times, when it is close to 30 epochs,
the accuracy rate is basically stable, and the loss rate also
tends to be stable. ,e network training process is shown in
Figure 9.

,e accuracy results of the QPSO-DenseNet model and
the original DenseNet model on CAS_PEAL and self-built
datasets are shown in Table 4.

It can be seen that the accuracy of the QPSO-DenseNet
model is higher than that of the original DenseNet model in
a comprehensive view, no matter in a certain dataset or two
datasets. In order to fully verify the advancement of the
proposed model, comparison with the CNN and PSO-CNN
models was carried out under the same experimental con-
ditions. ,e accuracy comparison results are shown in
Table 5.

It can be seen from Table 5 that the QPSO-DenseNet
model in this paper is superior to the CNN and PSO-CNN
models in terms of final detection accuracy. When QPSO-
DenseNet trains face images, feature reuse produces a
network model with easy training and a high parameter
efficiency. By connecting the eye feature maps learned in
different layers, the input changes of subsequent layers are
increased and the efficiency is improved. ,is is the main
reason why the proposed model is superior to other models.
From the above results, it is feasible to use the QPSO-
DenseNet model to judge the eye state to describe the fatigue
state of students in class.

5. Conclusions

In this paper, based on the traditional DenseNet, an im-
proved DenseNet network framework is constructed by
reducing the number of redundant connections and the
DenseNet structure is optimized by QPSO. Firstly, experi-
ments are carried out for different loss functions and
structures with reduced connection numbers, and the de-
tection accuracy and time consumption are analyzed and
compared on different datasets. Finally, the QPSO-Dense-
Net model was compared with CNN and PSO-CNNmodels,
and the experimental results showed that the QPSO-Den-
seNet showed a good detection effect.

Data Availability

,e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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