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+e change of life style of the times has also prompted the reform of many art forms (including musicals). Nowadays, the audience
can not only enjoy the wonderful performances of offline musicals but also feel the charm of musicals online. However, how to
bring the emotional integrity of musicals to the audience is a technical problem. In this paper, the deep learning music emotion
recognition model based on musical stage effect is studied. Firstly, there is little difference between the emotional results identified
by the CRNNmodel test and the actual feelings of people, and the coincidence degree of emotional responses is as high as 95.68%.
Secondly, the final recognition rate of the model is 98.33%, and the final average accuracy rate is as high as 93.22%. Finally,
compared with other methods on CASIA emotion set, the CRNN-AttGRU has only 71.77% and 71.60% of WAR and UAR, and
only this model has the highest recognition degree. +is model also needs to update iteration and use other learning methods to
learn at different levels so as to make this model widely used and bring more perfect enjoyment to the audience.

1. Introduction

With the development of the times and technology, people
can easily get digital music, drama, film, and television on
mobile phones, iPad, computers, and other electronic de-
vices, while tapes, CDs, records, videos, and so on gradually
disappear into people’s daily life. +e stage appeal of mu-
sicals is very strong, but simply the video recording tech-
nology is poor, and the audience cannot be there. It is
difficult for the stage effect to have an effect on the audience
online. If the musical is to be moved online well, so that the
audience can be infected by the musical without being on the
scene, it is necessary to study how to completely restore the
musical scene. +is paper is one of the most important step,
using the existing technology to make a musical emotional
recognition model, which can perfectly identify the emo-
tions contained in the musical. Literature [1] used the LEO
model to process tree structure format with Gabor feature
representation in order to recognize human facial emotion.
Literature [2] proposed a layered coding cascade optimi-
zation model for the facial expression recognition system,
which optimizes direct similarity and Pareto-based function

optimization. Literature [3] easily created an entropy-based
maximum emotion recognition model using individual
average differences of emotion signals. Literature [4] proved
that small-world network is the most suitable model to
capture the cognitive basis of facial emotions. Reference [5]
designed an improved wave physics model based on depth
wave field inference in speech emotion recognition. Liter-
ature [6] used the Gaussian mixture model fitting method to
design neutral profile dictionary to solve the baseline
problem. Literature [7] collected emotional physiological
data sets under four induced emotions, and the group-based
IRS model improved the performance of emotion recog-
nition. Literature [8] introduced traditional acoustic features
and new vector functions to represent speech signals ab-
stractly. In Literature [9], cyclic neural network is effectively
replaced by convolution network and self-attention, which is
close to transformer performance. Literature [10] proposed a
new multidimensional cyclic convolution algorithm to
achieve the least number of multiplications in theory. Based
on CRT and Vinograd’s minimum multiple complexity
theorem, a simplified cyclic convolution formula is obtained
in literature [11]. Literature [12] used the music emotion
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recognition model based on deep learning to solve the
problem of low accuracy of emotion recognition. Literature
[13] computed audio function ideas, capturing music form,
texture, and expression elements to advance music emotion
recognition. Literature [14] constructed a balanced music
video emotional data set and integrated multimodal
transport information based on deep learning. Literature
[15] created a model based on deep neural network to
identify and classify music genres and Chinese traditional
musical instruments. In order to learn to restore the im-
portant human emotion nodes in music, this paper focuses
on designing the emotional recognition model of musical
based onstage effect, introduces the related theoretical basis,
respectively, and then designs a hybrid model based on CNN
and RNN according to several points that need to be dis-
cussed emphatically in emotional recognition (signal pre-
processing, emotional data set, recognition algorithm, and
evaluation). +en, the model is simulated and tested.

2. Theoretical Basis

2.1. Emotional Description Model under Stage Effect. +e
charm of musicals is always infectious, which most people
cannot stop. Different from the performance of simplemusic
and drama dance, musical is a mixture of music elements,
dance elements, and drama elements and gradually develops
and changes into a unique artistic expression in the torrent
of years. It brings wonderful enjoyment in visual, auditory,
and other senses. +e stage effect cooperates with the music
to immerse the audience in the performance of the plot. In
this study, we want to establish an emotion recognition
model [16]. We want to build an emotion recognition model
[16] to define and classify various emotions.

(1) A large number of scholars [17] have studied the
definition of relatively basic emotion [18] as shown
in Table 1.
Emotion is a reflection of the relationship between
objective things and subject needs. However, emo-
tion is an extremely complex psychological process,
which is a complex body with multidimensions,
multiforms, and multifunctions. Each individual is
influenced by his own environment, social envi-
ronment, and his own experience and cognition, and
everyone has different definitions of emotion. Fur-
thermore, human research on psychology is not
thorough, and there are many blank fields.+erefore,
there are too many reasons for the differences in
definitions of different scholars, involving a wide
range of fields, which need to be systematically
studied and discussed by later generations.

(2) Because human emotions are complex and
changeable, it is difficult to express them with simple
basic emotional definitions. +erefore, in this study,
we tend to combine a more comprehensive and
complex two-dimensional emotion description
model with a simple emotion definition as shown in
Figure 1.

2.2. Deep Learning Method. Machine learning [19] has a
method called deep learning [20]. +is method is very
mature in the field of speech recognition, so we can use it to
recognize musical emotion.

2.2.1. Deep Confidence Networks. Deep confidence network
(DBN) [21] is a probability generation model [22], and it is
also a special neural network [23]. It consists of a variety of
“constrained Boltzmann machines” as shown in Figure 2.

2.2.2. Parameter Pretraining. Constrained Boltzmann ma-
chine [24] is widely used. Set n, m, v, and h as visible layer
nodes, hidden layer nodes, visible units, and hidden units,
respectively. +e energy of the system [25] is defined as
follows:
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When the model state is constant, the joint probability
distribution is as follows:
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+e activation probability of hidden unit is as follows:

P hj � 1, | v, θ􏼐 􏼑 � σ bj + 􏽘
j

viWij
⎛⎝ ⎞⎠. (3)

Visible cell activation probability is as follows:

P vi � 1, | h, θ( 􏼁 � σ ai + 􏽘
i

hjWij
⎛⎝ ⎞⎠. (4)

+e sigmoid activation function is as follows:

σ(x) �
1

1 + exp(−x)
. (5)

2.2.3. Parameter Tuning. +e output of the activation
function hidden layer node is as follows:

Table 1: Definition of emotion by scholars.

Scholar Emotion
Mowrer Pain, joy
Panksepp Expectation, fear, anger, panic
James Fear, sadness, love, anger
Pultchick Acceptance, anger, expectation, disgust, joy
Gray Fear, sadness, surprise
Tomkins Anger, fear, anxiety, joy
Ekman, Freesen Anger, interest, contempt, disgust, pain
Weiner, Graham Fear, joy, shame, surprise
Frijida Anger, disgust, fear, joy, sadness, surprise
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Softmax function is as follows:
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When ds � 0, the cross entropy function is as follows:

L � − 􏽘
s

dslog ps. (8)

2.2.4. CNN. “CNN” is the abbreviation of convolution
neural network. CNN offers supervised and unsupervised
learning. It is usually used for processes corresponding to
natural access and language. Generally, three-dimensional
CNN has two operations: convolution and pooling. Im-
portant formulas of convolution layer are as follows:

Z
l+1

(i, j) � Z
l ⊗ωl+1

􏽨 􏽩(i, j) + b,

Z
l+1

(i, j) � 􏽘

Kl

k�1
􏽘

f

x�1
􏽘

f

y�1
Z

l
k s0i + x, s0j + y( 􏼁ωl+1

k (x, y)􏽨 􏽩 + b,

Ll+1 �
Ll + 2p − f

s0
+ 1(i, j) ∈ 0, 1, . . . Ll+1􏼈 􏼉,

Z
l+1

� 􏽘

Kl

k�1
􏽘

L

i�1
􏽘

L

j�1
Z

l
i,j,kω

l+1
k􏼐 􏼑 + b � ωT

l+1Zl+1 + b,

L
l+1

� L.

(9)

Excitation function to help express complex character-
istics is as follows:

A
l
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Manifestations of Lp pooling are as follows:
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Hybrid pooled linear combination is as follows:

A
l
k � λL1 A

l
k􏼐 􏼑 + L∞ A

l
k􏼐 􏼑, λ ∈ [0, 1]. (12)

2.2.5. RNN. “RNN” is short for cyclic neural network. +e
information of the sequence can be better handled. +e
details are as follows:
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Figure 1: Two-dimensional (activation and evaluation) emotion model.
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Figure 2: Constrained Boltzmann machine.

Scientific Programming 3



Ot � g V · St( 􏼁,

St � f U · Xt + W · St−1( 􏼁.
(13)

Simply RNN is shown in Figure 3.

3. Research on Emotion Recognition

3.1. Music Signal Preprocessing. When we want to identify
the influence of music in musicals on the audience, the
preprocessing of music signals is the first step of all work.We
try our best to extract many features of music, then identify
their categories, and build models to identify different music.
+is is an extremely important step, and all subsequent work
is based on this step. Music signals will be uniformly con-
verted into good formats, which is convenient for data
management and high-quality operation. +e flowchart is
shown in Figure 4.

Preprocessing is to read audio information for feature
extraction. We use SciPY speech processing tool and Python
for speech information reading and feature extraction,
librosa for speech processing, and MATLAB for pre-filter-
ing. Advantages can eliminate the influence of aliasing, high
frequency, and other factors brought by equipment on the
quality of voice signals, ensure that the processed music
signals are more uniform and smooth, provide high-quality
parameters, and improve the processing quality.

+e preprocessing parameter data are shown in Table 2.
+e parameter settings in Table 2 are basically reason-

able. +e input of the model is the digital amplitude mel
spectrum, and the audio frequency of 22 s is input, and the
fast Fourier transform STFTis performed (FFT is the content
of decomposing the whole time domain into countless small
processes with equal length). Hop size is the overlapping
area between two windows. Mel filter is used to obtain the
logarithmic amplitude mel spectrum; the preprocessing
process is carried out in Librosa, and the output size is array.
Zero padding is the last step in the preprocessing process. By
adding 75 frames on the time axis to inject more data with
the same information, the input signal has better frequency
resolution.

3.2. Music Emotional Data Set. For many years, researchers
have been studying databases that contain many kinds of
human emotions, and these databases contain various forms
of data. Music emotion database can collect signals through
audience’s reaction to different music materials. In this
paper, we quote EMO-DB, CASIA, SAVEE, DEAP, and
MAHNOB-HCI.

3.3. Emotion Recognition Algorithm

(1) Bayesian network is shown in Figure 5.
(2) HiddenMarkov model (HMM) is shown in Figure 6.
(3) +eGaussianmixturemodel (GMM) is shown by the

following formula:
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⎛⎝ ⎞⎠. (14)

3.4. Evaluation Aspects. When we apply the musical emo-
tion recognition model, we will find that there will be an
important problem in the process of construction: over-
fitting and under-fitting. In order to solve this problem well,
we choose to evaluate the model again and again and use
various evaluation indexes to test it. In this study, the K-fold
cross-validation method and UA, WA, SD, SI, Precision,
Recall, and other evaluation indicators were used. Here are
some of the formulas:

UA �
TP + TN

TP + FP + TN + FN
, (15)

WA �
􏽐

n
i ai

n
, (16)

Precision �
TP

TP + FP
, (17)

Recall �
TP

TP + FN
. (18)

Formula 19 is used to evaluate the accuracy of the model.
TP means positive case prediction is positive case. FNmeans
positive case prediction is negative case. FP means negative
case is predicted as positive case. TN means negative case
predicts negative case.

3.5. Emotion Recognition Based on Hybrid Model.
Convolution neural network and cyclic neural network can
not meet the research needs. Because both theories and
methods have their own advantages and disadvantages, we

O
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Figure 3: Simple cyclic neural network.
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take the essence and discard the dross, so we improve these
two kinds of networks and combine them into a more
complex neural network to meet the needs of this study, that
is, convolutional recurrent neural network (CRNN). We
have modified many excellent performances for this model.
It can have all kinds of advantages of CNN and RNN at the
same time.

After the improvement of this model, the operation of
variable length input can be carried out, and the interference
of filling values to model data can be avoided. It can also
ensure that the accuracy of the model will not be lost.

Sconv � Conv(S) · Mask(S). (19)

LSTM is an extension of RNN. It is a long-term and
short-term memory network. We add this extension to the
CRNN model, which can solve the problem of processing
sequence change data. +en, we transport the data to the
Softmax loss and quantification loss layer for processing and
finally the optimization goal. +e CRNN model is shown in
Figure 7.

4. Music Emotion Recognition Model Test

In this experiment, the music emotion model is tested.+e
main tasks of the test model are as follows: accept music
data samples of musicals for certain processing; after
analyzing the sample, speculate and identify what emo-
tions the stage effect will cause the audience (such as
happiness, sadness, sadness, and excitement), the emotion
description model should be applied here, and finally the
audience’s emotions should be collected, and the accuracy
of the opinion collection should be compared with the
results of our experimental model test, so as to evaluate
whether the established CRNN model is available. If there
is too much difference between the two results, it means
that our music emotion recognition model is unqualified,

and more modifications and adjustments are needed to
carry out technical innovation. If the difference accuracy
meets the requirements, it proves that the deep learning
music emotion recognition model based on musical stage
effect can be used.

4.1. Experimental Environment. In the process of music
performance, various unpredictable external interference
factors affect the audience, so it is necessary to deal with
the noise. We chose to conduct the experiment in a
theater where the surrounding environment is quiet and
there is no performance task for the time being. In this
experiment, we invited 30 volunteers (native speakers of
Chinese) who were in good mental state and did not stay
up late, drink alcohol, or get sleepy to watch a Chinese
musical together. While watching the experiment, the
volunteers were unable to do anything else. After
watching the musical, the emotional feelings of these 30
people were collected. +e music emotion recognition
model will be tested by this musical music sample, and
finally the test results will be compared with the feelings
of 30 voluntary participants.

4.2. Experimental Settings. +e experimental test samples
are Chinese musicals, and Chinese emotional data sets are
used. From the matching selection in the database to the data
suitable for this musical, it is divided into pretest, devel-
opment set, and test set.Note. +e main purpose of pretest is
to detect the interference caused by sudden factors such as
garbled code and disordered data, and all the extracted data
should be tested by pretest. As shown in Table 3, it is the
specific data situation.

Music signal input

Pre-filtering Sampling
quantization Pre-weighting

Frame
windowingEndpoint detectionSpeech sample

Figure 4: +e flowchart of feature extraction.

Table 2: Preprocessing parameters of music signal.

Duration n
FFT frame size 512
Hop size 255
Number of mel filters 96
Mel-time matrix size 1∗ 95∗1300
Extended mel-time matrix 1∗ 95∗1356
Extended boundary number 75

C

X1 X2 Xn……

Class node

Feature node

Figure 5: Basic structure of Bayesian network.

Scientific Programming 5



4.3. Parameter Optimization. In the experiment, parameters
are the part that needs special attention.Without adjustment
and optimization, the final result may not achieve the best
experimental effect. +is will cause trouble to the experi-
mental results.+e relevant parameters are shown in Table 4.

We carry out 20,000 iterations on music samples. When
the learning rate is very small (such as 0.001), the learning
process is extremely slow and the recognition is unstable;
high learning rate (such as 0.1) leads to unstable conditions
and even reduces performance as shown in Figure 8.

Figure 8 is a discussion of recognition rate for different
iteration times of learning rate in experimental parameters,
and the most suitable learning rate interval range is selected.
+e reason of performance deviation is that the learning rate
affects the recognition stability of recognition rate.

Momentum coefficient can speed up the learning pro-
cess. +e deviation of coefficient will cause oscillation in the
initial stage, and the fluctuation will cause performance
degradation, as shown in Figure 9.

However, if the weight attenuation coefficient is too large
(such as 0.005), the stability of the learning process will be
destroyed. On the contrary, a relatively small weight at-
tenuation coefficient will be more stable and safe, as shown
in Figure 10.

4.4. Key Elements of Musical Emotion. +ere are some
fragments in the music. It is useful for experiments, in-
cluding emotional parts, and some fragments are not
important, which may cause suspension, transition, and
other effects. Let us take time as an example and look at
the emotional information carried by each sentence as a
characteristic, one is unimportant and the other is
important.

As shown in Figure 11, the music sentence part is divided
into five parts, and the emotional information is mainly
distributed in the first, second, and third parts, which takes
more time to test.

Music signal
spectrogram

Conv1

Conv2

Conv3

Conv4

Conv5

LSTM1

LSTM2

LSTM3

LSTM4

LSTM5

LSTM Softmax Loss and
Quantization Loss Layer

Optimization
objective

Characteristic
map

Characteristic
map

Characteristic
map

Characteristic
map

Characteristic
map

Figure 7: Flow chart of CRNN music recognition framework.

Table 3: Pretest, development set, and test set dataset settings.

Pretest Development set Test set
Is there any situation No abnormality No abnormality No abnormality
Total number of sentences (sentences) 60 120 360

Markov chain Stochastic process
Implicit state sequence Observable state sequence

Figure 6: Schematic diagram of hidden Markov process.
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4.5. Recognition Performance. +e performance calculation
formula of music recognition is as follows:

rejection rate �
number of successfully recognizedmusic sample fragments

total number of sample fragments of testmusic
. (20)

Table 4: Parameters related to experiments.

Parameter Learning rate Batch size Momentum coefficient Weight attenuation coefficient Dropout coefficient
Value 0.01 16 0.9 0.0005 0.5
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Figure 8: Learning rate-related effects.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

RE
CO

G
N

IT
IO

N
 R

A
TE

NUMBER OF ITERATIONS
y=0
y=0.9
y=0.97

Figure 9: Correlation effect of momentum coefficient.
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+e specific identification is shown in Table 5.
From Table 5, we can see that the recognition perfor-

mance of this experiment is very good, the final recognition
rate is 98.33%, and the final average accuracy rate is as high
as 93.22%.

4.6. Experimental Test Results. Because the content of this
musical is sad as a whole, the emotional reaction of
positive energy is excluded. +e specific feelings of 30
voluntary participants are collected as shown in Table 6.

+e results tested by themusic emotionmodel are shown
in Table 7.

After calculating and comparing the experimental re-
sults, it can be found that the coincidence degree of emo-
tional response with 30 voluntary participants is as high as
95.68%.

4.7. Comparison with Other Methods. Compare WAR and
UAR on Chinese emotion database (which can be changed
in other tests). +e results show that only the model created
by us has the highest recognition performance and the most
accurate accuracy. Among the three methods in the table,
even CRNN-AttGRU with the highest recognition perfor-
mance has only 71.77% and 71.60% recognition rates, re-
spectively, as shown in Table 8.
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Figure 10: Correlation effect of weight attenuation coefficient.
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5. Conclusion

In this paper, based on the changes of the times, electronic
instruments are of great significance for musicals to be
perfectly moved to mobile devices. +e stage effect provided
by musicals for the audience leads the audience to immerse
themselves in the emotional changes in music. +is study
needs to restore people’s emotional feelings brought by
music in musicals with technology. +erefore, the CRNN
model is designed for testing. +e recognition accuracy of
the model for emotion is more accurate than that of other
methods. +e results show that (1) there is little difference
between the emotional results identified by the CRNN
model test and the actual feelings of people, and the coin-
cidence degree of emotional responses is as high as 95.68%;
(2) the final recognition rate of the model is 98.33%, and the
final average accuracy rate is as high as 93.22%; and (3)
compared with other methods on the CASIA emotion set,
the CRNN-AttGRU has only 71.77% and 71.60% of WAR
and UAR, and only this model has the highest recognition
degree. Although this paper has some results in music
emotion recognition, it still needs further exploration by
later workers. +is model also needs to update iteration and

use other learning methods to learn at different levels, so as
to make this model widely used and bring more perfect
enjoyment to the audience.
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Table 7: Test results of the music emotion model.

Name Emotion
CRNN model Sadness, sadness, pain, disgust, fear, fear, surprise, anger, surprise, surprise, anxiety, and so on

Table 6: Emotional feelings of volunteers.

Voluntary participant number Emotion
1 Pain, fear
2 Expectation, fear, anger, panic
3 Fear, sadness, anger
4 Acceptance, anger, expectation, disgust
5 Fear, sorrow
6 Anger, fear, anxiety
7 Interest, disgust, pain, fear
8 Anxiety, surprise
9 Anger, disgust, fear, sadness, surprise
··· Boredom, fear, sadness
30 Surprise, sadness, fear

Table 8: Comparison of WAR and UAR on CASIA by different methods.

Model WAR (%) UAR (%)
CRNN-CTC 70.42 69.75
CRNN-GRU 60.48 61.72
CRNN-AttGRU 71.77 71.60

Table 5: Table of recognition performance.

Numbering 1 (%) 2 3 4 (%) 5 (%) 6 (%) 7 (%) ···

False acceptance 0 0% 0% 0 1.19 0 0 ···

False rejection rate 0 20% 2.14% 0 1.9 0 0 ···
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