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*e detection of grammatical errors in English composition is an important task in the field of NLP.*emain purpose of this task
is to check out grammatical errors in English sentences and correct them. Grammatical error detection and correction are
important applications in the automatic proofreading of English texts and in the field of English learning aids. With the increasing
influence of English on a global scale, a huge breakthrough has been made in the task of detecting English grammatical errors.
Based on machine learning, this paper designs a new method for detecting grammatical errors in English composition. First, this
paper implements a grammatical error detection model based on Seq2Seq. Second, this paper implements a grammatical error
detection and correction scheme based on the Transformer model. *e Transformer model performs better than most grammar
models. *ird, this paper realizes the application of the BERTmodel in grammar error detection and error correction tasks, and
the generalization ability of the model has been significantly enhanced. *is solves the problem that the forward and backward
cannot be merged when the Transformer trains the language model. Fourth, this paper proposes a method of grammatical error
detection and correction in English composition based on a hybrid model. According to specific application scenarios, the
corresponding neural network model is used for grammatical error correction. Combine the Seq2Seq structure to encode the
input sequence and automate feature engineering.*rough the combination of traditional model and deep model, the advantages
are complemented to realize grammatical error detection and automatic correction.

1. Introduction

English is the most widely used language in the world. Most
people use English to communicate, which makes English an
indispensable part of people’s lives. *e Chinese learn En-
glish as an effective way to adapt to the globalization of
information and the internationalization of the market,
which makes the importance of English learning more
prominent. English is a second language for Chinese
learners. It is not easy to master English well. *ey need a lot
of practice, and they can make timely discovery of gram-
matical errors and know how to correct them, so that they
can better improve their writing skills [1–5].

Most researchers at home and abroad believe that
English writing is an important part of learning English
and is the most effective way to evaluate the English

proficiency of English learners. However, checking for
grammatical errors in English composition is undoubtedly
a very time-consuming and laborious task. According to
statistics, the teacher-student ratio in my country is now
far below 1%. *erefore, there is an urgent need for
teaching software that can automatically check compo-
sition to relieve the teaching pressure of teachers.
*erefore, we can use natural language processing tech-
nology to automatically check for grammatical errors in
the writing process of English learners and give the cor-
responding revision opinions, as well as tips on grammar
knowledge points. It can not only reduce the work
pressure of teachers but also allow students to get feedback
on their writing as soon as possible. Students can fully
understand the grammatical errors in the composition
and corrective opinions. And you can improve your
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knowledge deficiencies in a targeted way through gram-
mar knowledge points, which will also be of great help to
improving students’ writing skills [6–10].

At present, there have been some good achievements in
the research of grammar checking and correction technol-
ogy for English composition, and some mature systems have
been known and used by the majority of people. However,
most of these systems are constructed and developed
through rule-based analysis methods. Its applicable pop-
ulation is mainly for learners whose mother tongue is En-
glish, and it is not suitable for English learners whose mother
tongue is English. Chinese English has its own unique
characteristics, and some systems developed abroad are not
suitable for Chinese students. For a good English grammar
checker, the context information and lexical and semantic
information of the text should be fully considered for
grammar checking. And its own robustness should be good
enough. All these make some current grammar checkers
need further improvement and perfection. *is topic is
mainly based on machine learning strategies to explore a
grammatical error detection and correction model suitable
for English learners and check and correct the grammatical
errors that English learners often make in English writing.
Combining natural language processing-related technolo-
gies to realize automatic checking and correction of English
texts is very beneficial for improving students’ English
proficiency. At the same time, it greatly reduces the burden
of the teacher to check the students’ composition, so that the
teacher has more time and energy to pay attention to the
structure and semantic expression of the composition. At the
same time, grammar checking and error correction, as an
important indicator of automatic composition scoring, can
improve the objective accuracy of automatic scoring of
English composition [11–15].

2. Related Work

Regarding the related research on the methods of
grammatical error correction in English composition, it
can be concluded that there are two main types: rule-
based grammatical error correction method and statis-
tics-based grammatical error correction method. *e
former relies on a set of hand-written grammar rules. *e
latter depends on the establishment of statistical models,
such as n-gram, to correct grammatical errors in English
composition.

Rule-based methods have been used in early grammar
correction tools [16–18]. Since articles are not used in
Japanese and there are no singular and plural nouns, these
are very common in English expressions. *erefore, this
issue must be considered when translating from Japanese to
English. In order to solve this problem, literature [19] es-
tablishes rules based on the context to estimate the singular
and plural nouns that should be added to the translated
sentence. Finally, the test found that the correct rate of this
method can reach 89%. *e rule-based approach has many
advantages: grammar rules can be easily added, modified, or
deleted. Each rule can add a corresponding grammatical

explanation, which can give users more specific and targeted
feedback information. *e system is easy to debug because
the corresponding rules can be found according to the
prompt information of each rule. *e rules in the rule base
are easier to write, so they can be written by linguists with
limited or no programming skills. However, as pointed out
in literature [20], there are often exceptions to the method of
rules, and it is difficult to use corpus statistics in hand-
written rules. *ere is another statistical-based grammatical
error correction method.

*e method based on statistics mainly treats grammar
checking as a classification task, in which the checking of
article and checking of preposition errors are the two main
topics [21–23]. Features are usually used for classification,
and a variety of vocabulary and part-of-speech features are
used in literature [24]. *is includes neighboring words,
part-of-speechmarks, and language model scores. Analytical
features are also added in literature [25], and the results
show that, in the preposition error correction, the accuracy
rate and recall rate have been appropriately improved.
Among them, the classification algorithm uses the maxi-
mum entropy algorithm, the voting perceptron algorithm
[26], and the naive Bayes algorithm [27].

In addition to the error checking of prepositions and
articles, verb form error checking has also attracted some
attention [28, 29]. *e advantage of classification algorithms
is that they have a strong ability to correct certain types of
errors. Recently, people have done some work to correct
different types of errors in a comprehensive manner. Lit-
erature [30] uses a high-order sequential labeling model to
detect various errors. Literature [31] uses a method based on
rules and syntactic n-grams. Syntactic n-grams in this
document are different from traditional n-grams in that they
contain syntactic information.

In the past grammatical error correction, most of them
focused on the use of articles and prepositions because these
are common mistakes made by some nonnative English
learners. At the same time, as an important grammatical
item in English writing expression, clauses are also a difficult
point in grammar learning. Based on the study of the
Chinese learner corpus, among the various types of clause
grammatical errors, the frequency of related word errors is
the highest, and it is difficult to correct them. However, there
are relatively few researches on automatic error correction of
English clause-related words. Literature [32] uses a hybrid
model based on rule and statistical machine translation.
*en use the language model to filter to correct all errors of
CoNLL-2014, including clause errors. In the field of machine
translation, automatic grammar correction is also involved.
*e output produced by the machine translation system is
often grammatically incorrect, so the establishment of an
automatic editing system is needed to solve this problem, for
example, because Japanese does not contain articles. When
translating Japanese to English, the output sentence needs to
be corrected to choose the correct article. Literature [33]
solves the problem of article selection in machine transla-
tion, and these types of systems can also be used for
grammatical correction.

2 Scientific Programming



3. Proposed Methodology

With the rapid rise of machine learning, the methodology of
deep models has achieved impressive results in many fields
such as image processing and speech recognition. With the
landing of many mature technology products, people con-
sider trying to bring deep learning technology into the field
of English composition grammar error detection and cor-
rection. Practice has proved that the position of deep
learning technology in the field of English grammar error
correction has become very important. Its main advantage
lies in the elimination of the complicated manual feature
extraction in traditional machine learning, and the auto-
matic feature extraction of corpus makes deep learning
widely praised. And many shortcomings of the shallow
model are solved by the deep model.

3.1. Research on Deep Neural Network Model

3.1.1. RNN. Recurrent Neural Network (RNN) is a recurrent
neural network that expands and analyzes based on the time
dimension. Usually, a text sequence is a piece of data based
on time series, and the cyclic neural networkmodel is mainly
constructed for processing time series data. *erefore, RNN
is better at processing text data and is used to store historical
information by setting state variables. At this time, the
historical information and the input data in the current state
together determine the output result at the moment. *e use
of RNN structure and other types of deep learning models is
still used to simulate language models. *erefore, the lan-
guage model is the foundation of the development of natural
language processing technology. *e n-gram discussed be-
fore, based on the current word, can only consider the
historical information of the previous limited words, and the
lack of historical information cannot be avoided. If n is
increased, the number of parameters of n-gram is invisibly
increased, and its complexity increases exponentially.
*erefore, RNN abandons this rigid memory method but
adds a hidden state method to store historical information.

For the multilayer perceptron model, it only considers
the mapping of input information to output information but
ignores historical information. Historical information plays
a vital role in the output results, which is precisely the area
where RNN is good at, that is, to model the text sequence
containing historical word messages. *e structure of RNN
is illustrated in Figure 1.

If the input sequence at the input is represented as Xt, Ht

is the hidden state at time t, and RNN represents the his-
torical output at the previous time as Ht−1. *e calculation
paradigm is shown in the following formula:

Ht � f XtWt + Xt−1Wt−1 + b1( 􏼁,

Ot � HtW + b,
(1)

where Wt−1, Wt, and W are the weights and b1 and b are the
bias.

*e hidden state can well record the historical record
messages of the sequence data entered up to the present, and
these calculations are calculated in a loop. In this way, RNN

has memory, and the structure of RNN is rich and diverse
and can be constructed on demand.

3.1.2. LSTM. In order to solve the gradient problem of RNN,
many improved algorithms have appeared. Here is a detailed
introduction to the LSTM algorithm. Literature [34] pro-
posed a calculation model of LSTM. *e LSTM model only
adds three thresholds on the basis of RNN. It is essentially a
recurrent neural network. Compared with RNN, the gating
management mechanism of LSTM takes into account the
context and the order characteristics of sentences and other
pieces of important information to a greater extent.

*ese three thresholds are called forget gates, input gates,
and output gates. In addition, it also includes the same
memory cells as the hidden state, which can also be called a
special hidden state. *is series of operations can filter
historical information and determine whether information
can be transmitted and retained through threshold control,
screen out useful information, and discard unnecessary
information. *e LSTM model can not only memorize
contextual information over a long period of time. At the
same time, it also relieves to a certain extent the pain points
that the gradient tends to zero and tends to infinity due to
the chain derivation rule when the RNN is located in the
hidden layer to calculate the gradient. A longer memory can
be obtained. *e structure of LSTM is illustrated in Figure 2.

*e parameter update for three gates is illustrated in the
following formulas:

Ft � σ Wf Ht−1; Xt􏼂 􏼃 + bF􏼐 􏼑,

It � σ Wi Ht−1; Xt􏼂 􏼃 + bI( 􏼁,

Ot � σ Wo Ht−1; Xt􏼂 􏼃 + bO( 􏼁.

(2)

*e update method for the hidden state is

Hi � Ot ∗ tanh Ct( 􏼁. (3)

*e update for the entire node is

Ct � Ft ∗Ct−1 + It ∗ tanh Ws Ht−1; Xt􏼂 􏼃 + bS( 􏼁. (4)

3.1.3. ELMO. ELMO is a stacked deep neural network based
on the Bi-LSTM model [60]. It superimposes the LSTM in
the vertical direction. When using ELMO to train a language
model, it must be one-way, and it is impossible to train a
language model from a two-way perspective. However, in
order to achieve a two-way effect, it is necessary to train two
LSTM models from two directions. At this time, the word
vector representation is actually the forward and backward
embedding for splicing. *e main contribution of ELMO is
to solve the shortcomings of shallow neural networks.
ELMO extends a layer of neural networks to a deep stack
structure. *is can learn hierarchical language features, as
shown in Figure 3 for the ELMOmodel. *is learns from the
word feature at the lowest level, syntactic feature related to
grammar, and finally semantic feature related to semantics at
the highest level. *e upper-level features can be understood
as context-based features. In different contexts, through
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learning the word vectors of words, they represent the
characteristics of these words in different contexts.

Although ELMO is very powerful, it still exposes the
following shortcomings: (1) When the time series model
processes a text sequence, it must be calculated word by
word. *is makes any time series model unable to process
data in parallel. *is wastes a lot of GPU resources, and the
inability to parallelize computing is its pain point. (2) *e
problem of gradient disappearance: although there has been
progress from RNN to LSTM, the problem of gradient
disappearance has been alleviated to a certain extent by
setting the threshold. However, LSTM still cannot funda-
mentally solve the problem of gradient disappearance, which
causes the loss of important historical information at a long
distance. (3) *e training of the ELMO model is separately
processed forward and backward. It is a pseudo-two-way
neural network model without fusing it into one. *is is the
problem that the forward, backward, and backward cannot
be merged.

3.2. Error Detection and Correction Model Based on Seq2Seq.
What the RNN family realizes is that the input end is a fixed-
length sequence, and the output end is a fixed-length se-
quence or a single tag value. In many practical applications
of NLP, the variable-length expression of the input string
sequence is realized to make the output requirements more

general. Both the input and output string sequences need to
realize variable length characterization. In this way, more
practical problems can be solved. In the field of machine
translation, in English-Chinese translation, the input and
output ends are often strings of variable length. *e model
used here is a typical sequence-to-sequence model (Seq2-
Seq). Its name, encoder-decoder, can better reflect the es-
sence of the model. Similarly, through the idea of analogy,
the text sequence to be corrected is input as the variable
length, and the corrected text sequence is returned as the
variable length of the output end.*erefore, we can consider
applying this model to the task of grammatical error de-
tection and correction.*is regards the error correction task
as a machine translation type task. Practice shows that the
model has an excellent error correction effect after inte-
grating the attention mechanism. *e proposed Seq2Seq
model with attention for English error detection and cor-
rection (SSA-ERDC) is illustrated in Figure 4.

*e design of the Seq2Seq model has a high degree of
freedom and is convenient and flexible, which is a major
breakthrough. *e design of the encoder and decoder de-
termines the realization of the core functions of the model.
*e encoder is used to process and respond to the input text
sequence, and the decoder is used to express the output
sequence. *e construction of the more classic Seq2Seq
model is essentially two RNN architectures or LSTMs of the
input string sequence and the output string sequence

f f fHidden state

Xt-1 Xt Xt+1

Output Output Output

Ht-1 Ht Ht+1

Figure 1: *e structure of RNN.
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Figure 2: *e structure of LSTM.
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Figure 3: *e structure of ELMO.

4 Scientific Programming



corresponding to the encoder and decoder. At present, the
more mature designs of encoders and decoders are based on
CNN and based on LSTM. *e neural network architecture
that matches the task can be flexibly designed according to
the needs of the business scenario and the characteristics of
the model itself. Seq2Seq also has its shortcomings. It usually
uses fixed-length vectors when designing encoders and
decoders. As a result, the model’s ability to capture long-
distance dependencies is significantly weakened, and it is
unable to fully characterize the information of longer
Chinese texts. *erefore, there will be deviations in the
understanding of the semantic information of the longer
Chinese text.

3.3. Error Detection and Correction Model Based on
Transformer. *is paper builds a Transformer-based
grammatical error detection and correction model, which
can well solve the shortcomings of the traditional Seq2Seq
model. *is model discards the structure of the time series
model and can capture long-distance semantic information
and process data in parallel. At the same time, it can simulate
the function of a time series model, which completely breaks
the barriers that classic time series models such as RNN
cannot achieve parallel computing. *e self-attention
mechanism is good at capturing the related information
between words and words at a longer distance, getting rid of
the constraint of text distance. *is really solves the long-
distance problem of missing historical information and has
an excellent performance in grammatical error correction.
*e shadow of attention can be found in today’s deep
learning models. In the early years, the composition of the
traditional Seq2Seq model must be integrated into LSTM or
CNN. However, the Transformer model that incorporates
the attention mechanism breaks this backward construction
model, and it shines in the field of neural network machine
translation. *e proposed Transformer model for English
error detection and correction (T-ERDC) is illustrated in
Figure 5.

As shown in Figure 6, Transformer is composed of three
major packages. Divided into two from the middle, the
information transmission between encoder component on
the left and decoder component on the right is realized
through the connection layer.

*e encoder component is responsible for converting
the input to the encoding vector. Figure 7 is a schematic
diagram of the Transformer’s hierarchical structure. En-
coders are composed of 5 encoder units of head end and tail
end based on stack structure connection. Decoders are also
constructed by stacking the decoder unit stack, accepting the
vector from encoders, and combining the vector to make
predictions to obtain output.

Transformer is different from the traditional Seq2Seq
model based on LSTM components. Transformer compo-
sition is divided into two parts from the middle because
there are many hierarchical structures superimposed.
*erefore, the words or sentence features in each encoder
layer learned by the Transformer model may have different
semantics. *at is to learn the characteristics of a hierar-
chical structure. For example, the encoder layer at the top
may represent the most intuitive meaning of a sentence, and
other layers may learn the deeper language features of a
sentence. In this way, these outputs are passed to the decoder
layer as input through the connection layer, and the output
results are predicted with the help of these features.

3.4. Error Detection and Correction Model Based on BERT.
When Transformer trains the language model, the
problem that the forward and backward cannot be
merged still exists. *e Masked Language Model used in
the BERTmodel can solve this problem well, so consider
building a BERT model for English grammatical error
detection and correction (B-ERDC). BERT is based on the
previously used word2vec model and ELMO model. *is
makes the generalization ability of the word vector model
significantly enhanced, enabling it to accurately describe

Input

LSTM

Target

LSTM

Attention

Output

Figure 4: *e structure of SSA-ERDC.
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Figure 5: *e structure of T-ERDC.
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Figure 6: *e mechanism of Transformer.
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the relationship features at the character level and sen-
tence level. *e structure of B-ERDC is illustrated in
Figure 8.

BERT uses Masked LM in the process of training the
language model, that is, in the process of inputting a sen-
tence. Randomly select some words as the words to be
predicted, and replace them with special symbols. During
training, it can avoid the problem that CNN is not suitable
for serializing text and RNN has no way to achieve parallel
computing.

3.5. Error Detection and Correction Based on Hybrid Model.
*e grammatical error correction scheme based on n-gram
and CRF is effective in correcting surface grammatical er-
rors. However, in the face of high-level grammatical error
correction, it still needs to be resolved by the deep model.
*e end-to-end deep model can avoid manual feature ex-
traction and reduce manual workload. *e Seq2Seq model
uses the encoder-decoder structure to solve the sequence
conversion problem, one of the most widely used and best-
effect models in sequence conversion tasks (such as machine
translation, dialogue generation, text summarization, and
image description). *e RNN sequence model has a strong
ability to fit text tasks, and the RNN that incorporates the
attention mechanism has a better error correction effect on
longer texts. *e Transformer model uses a full attention
structure instead of LSTM, which is used to solve the se-
quence-to-sequence issue, and the effect of semantic feature
extraction is better. *e BERT model uses a fine-tuned
strategy and uses mask features to correct typos.

In this paper, we propose a hybrid model (H-ERDC) to
conduct error detection and correction, which consists of
three designed models mentioned in previous sections. *ey
are SSA-ERDCmodel, T-ERDCmodel, and B-ERDCmodel.

*e model of H-ERDC proposed in this paper dy-
namically merges the outputs of the three submodels, SSA-
ERDC model, T-ERDC model, and B-ERDC model, and
then outputs the final result. *is strategy can combine the
advantages of the three submodels, thereby maximizing the
performance of error detection and correction.

4. Experiment and Results Analysis

In this section, the details about the results generation are
provided.

4.1. Dataset and Its Description. *e training corpus of this
paper is mainly divided into three parts. *e first part
comes from a student’s work for a certain English writing
exercise provided by an English teacher in a college, and it
includes a total of 500 workbooks. At the same time, the
teacher will give a prompt of grammatical errors as a
comparison with the results of the machine inspection
because this paper is to check common grammatical er-
rors in college English writing and CET-4 and CET-6
essays. *erefore, this part of the corpus is the test corpus
that most conforms to and best reflects the effect of the
grammatical error correction model in this paper. *e
corpus of the second part comes from five kinds of stu-
dents, including middle school students in the Chinese
English Learner Corpus, college English levels 4 and 6,
and professional English lower and upper grades. *ese
assignments have varying degrees of vocabulary and
grammatical errors, and manual errors have been marked,
which is very beneficial to our experiments. Since each
level of English learners has a different emphasis on
grammatical errors in different periods, this part of the
corpus is mainly used to test the grammatical test effect of
this grammatical error correction model in different
levels. *e last part is an article from the Wall Street
Journal. *e corpus selected in this part is 100 pieces, all of
which are correct sentences. *is article manually adds
some type errors to make it meet the requirements of the
test corpus we need. It is mainly used to compare and
analyze the influence of corpus selection on the efficiency
of grammar inspection and obtain a targeted inspection
model. *e evaluation used in this work is precision,
recall, and F-0.5 score.

4.2. Evaluation of SSA-ERDC. *e SSA-ERDC model
combines the sequence-to-sequence model and attention. To
prove the effectiveness of this model, this paper conducts
experiments on the loss during training and testing per-
formance, and the results are shown in Figure 9.

Input
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Encoder

Encoder

Encoder

Encoder

Decoder

Decoder
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Figure 7: Transformer hierarchy diagram.
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Figure 8: *e structure of B-ERDC.
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*e training loss diminishes as the network training
advances, and the training accuracy rate increases. At
around 100 iterations, the SSA-ERDC begins to converge.
Network reliability and robustness may be ensured by
achieving convergent network training with our proposed
algorithm. And after the network finally converges, the
model can achieve 85% precision, 79% recall, and 83% F-0.5
score.

In order to verify the effectiveness of the attention
strategy, this work carried out an additional set of com-
parative experiments. Compare it with the performance
without using attention, and the experimental results are
shown in Table 1.

It can be seen that when not using attention, the model
can only achieve 81% precision, 75% recall, and 80% F-0.5
score. Compared with the SSA-ERDC model, there are 4%,
4%, and 3% declines on three performance evaluation
metrics.*is proves the correctness of the SSA-ERDCmodel
designed in this paper, and the attention module can ef-
fectively extract more discriminative features.

4.3. Evaluation of T-ERDC. *e T-ERDC model combines
the Transformer model and error correction. To prove the
effectiveness of this model, this paper conducts experiments
on the loss during training and testing performance, and the
results are shown in Figure 10.

*e training loss diminishes as the network training
advances, and the training accuracy rate increases. At
around 80 iterations, the T-ERDC begins to converge.
Network reliability and robustness may be ensured by
achieving convergent network training with our proposed
algorithm. And after the network finally converges, the
model can achieve 88% precision, 81% recall, and 84% F-0.5
score.

4.4. Evaluation of B-ERDC. *e B-ERDC model combines
the BERT model and error correction. To prove the effec-
tiveness of this model, this paper conducts experiments on
the loss during training and testing performance, and the
results are shown in Figure 11.

*e training loss diminishes as the network training
advances, and the training accuracy rate increases. *e same
as T- ERDC model, when the training iteration is 80, the
T-ERDC begins to converge. Network reliability and ro-
bustness may be ensured by achieving convergent network
training with our proposed algorithm. And after the network
finally converges, the model can achieve 90% precision, 84%
recall, and 88% F-0.5 score.

4.5.Comparison of the5ree Submodels. *is paper proposes
three submodels for the detection and correction of
grammatical errors in English composition. In order to
explore the performance gap between different submodels,
this section conducts a comparative experiment. *is
compares the performance of different submodels on three
performance indicators. *e experimental results are shown
in Table 2.

It can be seen that these three submodels have achieved
relatively good performance. But compared to the bottom,
the performance of the B-ERDC model is the best. Com-
pared to the SSA-ERDC model and the T-ERDC model, it
obtains 5% and 2% gains on precision, 5% and 3% gains on
recall, and 5% as well as 4% gains on F-0.5 score. *is is
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Figure 9: Evaluation of SSA-ERDC.

Table 1: Evaluation of attention mechanism.

Method Precision (%) Recall (%) F-0.5 score (%)
No attention 81 75 80
Attention 85 79 83
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mainly because the BERTmodel overcomes the problem that
the forward and backward cannot be merged during
training.

4.6. Evaluation of H-ERDC. *is work combines the SSA-
ERDC model, T-ERDC model, and B-ERDC model to
construct H-ERDC, which can fuse different information
from different submodels. To verify the effectiveness of this

strategy, we compare our method with other methods for
grammatical error detection and correction in English
composition. *e compared methods contain SVM, Deci-
sion Tree, RNN, LSTM, Transformer, and BERT. *e ex-
perimental result is illustrated in Table 3.

Compared with other methods, the H-ERDC model
designed in this paper can achieve the best performance
improvement, surpassing all the methods listed in the table.
And compared with the data in Table 2, the performance of
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Figure 11: Evaluation of B-ERDC.

Table 2: Comparison of the three submodels.

Model Precision (%) Recall (%) F-0.5 score (%)
SSA-ERDC 85 79 83
T-ERDC 88 81 84
B-ERDC 90 84 88
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Figure 10: Evaluation of T-ERDC.
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the hybrid model on the three performance indicators is
better than the other three submodels. *is verifies the
validity and reliability of the method in this paper.

5. Conclusion and Future Work

In the context of globalization, English has become one of
the most popular languages in the world. For English
learners, the learners do not have a wealth of systematic
grammar knowledge, and under the influence of their
mother tongue, it is difficult to accurately identify and
correct grammatical errors when writing English. *erefore,
it is necessary to detect and correct grammatical errors in
English composition. To begin with, a Seq2Seq-based syntax
error detection model is used in this paper. Second, the
Transformer model is used to create a grammatical error
detection and correction system. *is model outperforms
the majority of other grammatical models. *ird, the BERT
model’s generalization ability has been greatly improved as a
result of this paper’s realization of its use in grammar error
detection and correction tasks. *is eliminates the inability
of the Transformer to integrate the forward and backward
directions when training the language model. Last, this
research presents a hybrid approach for grammatical error
identification and correction in English writing. Massive
experiments can verify the efficiency of our proposed
method.

In future, we plan to work on the use of deep learning
methods for the subject problem and achieve higher
accuracy.
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