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Eye Movement Prediction Based on Adaptive BP Neural Network
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)is paper uses adaptive BP neural networks to conduct an in-depth examination of eye movements during reading and to predict
reading effects. An important component for the implementation of visual tracking systems is the correct detection of eye
movement using the actual data or real-world datasets. We propose the identification of three typical types of eye movements,
namely, gaze, leap, and smooth navigation, using an adaptive BP neural network-based recognition algorithm for eye movement.
)is study assesses the BP neural network algorithm using the eye movement tracking sensors. For the experimental environment,
four types of eye movement signals were acquired from 10 subjects to perform preliminary processing of the acquired signals. )e
experimental results demonstrate that the recognition rate of the algorithm provided in this paper can reach up to 97%, which is
superior to the commonly used CNN algorithm.

1. Introduction

With the rapid advancement of artificial intelligence, indi-
viduals began to utilize machines to detect users’ emotional
states, and the machines were required to provide feedback
based on human emotions, a mechanism known as the
human-computer interaction. Detecting eye movement is an
important research topic that has gained significant interest
in recent years. Electrical impulses generated around the
eyes by eye movements are known as oculomotor nerve
signals [1]. Physically disabled people and the elderly with
limited mobility may not be able to express their wishes
through their bodies but can now use their eyes for emo-
tional communication. Hence, if we can extract useful
signals from each other’s eyes and design a human-computer
interaction system, we can assist human beings in realising
the good wishes of human-computer [2]. Eye movement
signals have the benefits of large amplitude, easy waveform
identification, and easy processing when compared to other
bioelectric signals, providing more reliable and convenient
circumstances for collecting eye movement information [3].
)is work focuses on how to gather eye movement data, as
well as extracting, classifying, and identifying that data [4].

Compared with other methods, this paper proposes an
adaptive BP algorithm, which mainly solves the problem of
different lengths of eye movement information and sub-
stantially improves the recognition rate of eye movement
signals, laying a good foundation for future human-com-
puter interaction systems [5].

)is study focuses on a combination of single and
multiframe human eye tracking enhanced algorithms with
radial blurring. )e shading component, optimization, and
characteristics of the radial rendering methodology are
explored, the comparison with classic blurring effects is
made, and the combination of single and multiframe human
eye tracking improved algorithm with radial blurring is
studied. )e shading component, optimization, and char-
acteristics of the radial rendering technique are explored, as
well as the comparison with standard blurring effects and the
integration of single and multiframe human eye tracking
enhanced algorithms with radial blurring. Traditional
blurring and Unity3D [6] are used to compare the outcomes
with our work. Unity3D is used to demonstrate and deploy a
combination of improved single and multiframe human eye
tracking techniques with radial blurring. During eye
tracking research, deep learning-based eye tracking
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techniques are also an important study direction. Human
eye tracking is divided into single-frame image identification
tasks and video frame tracking tasks by deep learning.
Researchers have introduced numerous unique algorithms
through research on human eye tracking [7], despite the fact
that there are still challenges in deep learning-based human
eye tracking. )e proposed algorithms may be able to
forecast position information when the eyes are obstructed.

)e radial blurred scene rendering function based on
human eye tracking is proposed in the virtual reality scene to
improve the user’s immersion, with the user immersion
index equal to the scene (fps reaching 60) and the human eye
tracking accuracy reaching 60 by preventing the interframe
interference and inaccurate positioning.

)e rest of this paper is organized as follows. )e lit-
erature review is discussed in Section 2. Our proposed
adaptive BP neural network for predicting eye movement is
discussed in Section 3. In Section 4, we provide the ex-
perimental results. Finally, the paper is concluded and future
research directions are provided in Section 5.

2. Literature Review

Smooth tracking eye movement is a kind of slow eye
movement [8]. Eye movement study began very recently and
was primarily theoretical at the time [9]. It is now rapidly
transitioning to applied research. Professor Yao and his
human-computer interaction (HCI) product based on eye
movement EagleEyes is a pioneer in the field of eye
movement system research, having been one of the first to
build accessible HCI technology based on eye movement
control [10]. )e system also includes a variety of add-on
software that allows users to send emails and search for
information on their PCs. Professor Gipps has also col-
laborated with TECCE at the Department of Psychology at
Boston University to perform a number of cognitive ex-
periments employing eye movement technologies [11].

Soleymani et al. divided emotions into three groups based
on validity and arousal retrieved statistical variables related to
pupil diameter and gaze distance and frequency domain
features from eye movement signals in a study on participant
emotion recognition based on eye movement data [12]. To
cross-validate and forecast emotions, the participants utilized
a support vector machine (SVM). With proper recognition
rates of 68.8 percent and 63.5 percent, the SVMwas utilized to
predict emotions. )e authors proposed not only an eye
movement signal feature set for emotion recognition but also
a multimodal emotion recognition database MAHNOB-HCI,
which includes EEG and eye movement signals [13]. )ese
experimental results show that eye movements can express
emotions and eye movement signals can also be used for the
study of emotion recognition, which lays the foundation for
subsequent studies of emotion recognition based on eye
movement signals [14]. )e research group also proposed
another emotion dataset containing both eye movement and
EEG signals, SEED-V, which contains eye movement data
from many subjects and contains five human emotions, but
the amount of data may still be relatively small and currently
inaccessible.

3. Adaptive BPNeural Network for Reading Eye
Movement Prediction Analysis

3.1. Adaptive BP Neural Network Design. In this study, we
mainly focus on the eye movement signals based on two
aspects. First, we judge the subjects’ emotions based on their
eye movement signals, because it is often said that the eyes
are the windows of the human mind, so the expression of
human emotions can be seen from the eye movement sig-
nals. Although certain results have been achieved, they are
not yet ideal. )e research on the emotional expression of
eye movement is relatively new and there are still certain
difficulties, especially while extracting the eye movement
information. )ere are numerous challenges in the extrac-
tion and recognition of eye movement signals at present.)e
extraction of temporal features of eye movement signals has
been studied, and the temporal features with the ability of
emotion representation are extracted by combining the
features of eye movement signals. )is paper extracts the
abstract features of eyemovement information at a high level
and uses the adaptive BP neural network to automatically
learn the features of eye movement signals for the maximum
extraction of signals, which can improve the accuracy of
recognition. )e algorithm structure is shown in Figure 1.

Earlier, the detection of eye signals was mainly based on
human observation, but this was very ineffective and the
analysis results were highly inaccurate. With the rapid de-
velopment of computing, we can use computers to perform
waveform analysis. Since the eye movement signals are
different and can vary when humans observe different ob-
jects or people in different scenes, it is feasible to analyze the
eye movement signals using waveform features. When using
a computer to observe the eyemovement signal, different eye
movement information corresponds to different waveforms,
so that the amplitude, wavelength, and so on of the signal
can be observed for further analysis of the eye movement
signal at a later stage.

)e analysis of waveforms, as small as the oculomotor
signal, is mainly performed using the frequency domain
method, which is based on the Fourier transform. )e two
main types include parametric and nonparametric estima-
tion. In this paper, we mainly use the parametric estimation
method to establish the corresponding power spectral
density using the following equation:
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An alternative definition of power spectral density is
given in the following equation:
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Eyemovements are mainly divided into eye skipping and
blinking. Eye hopping is the process of eye movement from
one point to another, which mainly reflects the attention of
the eye, learning efficiency, and learning difficulty. It is
examined by the speed, in the context of time, and so on. For

2 Scientific Programming



example, when you are reading a book, if you are interested
in point A and point B, then you see the distance between the
two from point A to point B. We call this the distance of eye
darting, if the distance from point A to point B is longer,
then the time will also be longer and vice versa. )is can also
reflect the fatigue of the eyes.

Blinking is a process by which the eyes open and close. In
a general sense, blinking reflects a person’s fatigue program
and is related to its frequency. If a person blinks more
frequently and for a longer period, the size of the pupils of
the eyes is inconsistent, which in a certain way reflects the
person’s psychological changes and this change is an im-
portant indicator for analyzing the person’s mental activity.
For example, if a person is more interested in something, the
pupils of this person will be dilated, which indicates that the
subject is very excited, reflected in the study that the subject
wants to learn more knowledge.

Pearson’s correlation coefficient (PCC) is a statistical
method used to analyze the correlation between variables.
For two variables X and Y, the data values obtained ex-
perimentally, are expressed as X (X1, X2, Xi) (i� 1, 2, 3, . . .,
n) and Y (Y1, Y2, Yi) (i� 1, 2, 3, . . ., n). )e equation for the
average of the two sets of data is shown as follows:
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where the covariance is computed using the following
equation:
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)e Pearson correlation coefficient is computed using
the following equation:
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Since the MAHNOB-HCI dataset has some noise, we
preprocess it before using this dataset. For preprocessing, we
use the following equation:

Xdata � Xpdl, Xpdr􏽨 􏽩. (6)

To test the generalization ability of the experimental
model in this paper, wemust divide 80% of the sample size as
the training set and 20% as the validation set. )en, the
above algorithm is used to train the eye movement infor-
mation data to obtain the corresponding sentiment classi-
ficationmodel.)e accuracy rate is defined as the ratio of the
number of correctly classified samples to the number of all
samples classified as positive among the positive samples, as
shown in the following equation:

P �
NTP

NTP − FFP
. (7)

)e recall is defined as the ratio of the number of
correctly classified samples among positive samples to the
number of all samples classified as positive, and it measures
the ability of the classification to correctly classify positive
samples as follows:

R �
NTP

NTP + FFP
. (8)

F1 score is a statistical measure of the accuracy of a
binary classification model. It combines both the accuracy
and recall of a classification model. F1 Score can be con-
sidered as a kind of summed average of the accuracy and
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Figure 1: Structure of adaptive BP neural network.
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recall of a model, whose maximum value is 1 and minimum
value is 0. F1 Score is twice the average of the sum of ac-
curacy and recall, and the F1 Score combines the accuracy
and recall of a classifier, as follows:

F1 �
RP

R + P
. (9)

Sequential data are processed using the memory capa-
bility of recurrent neural networks. In traditional neural
networks, each layer is fully connected from the input layer
to the output layer, but the nodes are not fully connected,
and traditional neural networks have poor predictive power
for sequential data, where the preceding and following in-
puts and outputs are not correlated [15]. In recurrent neural
networks, the previous information is remembered and
preserved and the current output is applied. In the hidden
layer, the nodes are connected so that the input of the hidden
layer not only is the input of the current input layer but also
includes the output of the previously hidden layer, which
works well when processing multiple image frames, as
shown in Figure 2.

3.2. Experimental Design of Reading Eye Movement. In this
paper, we propose a classification method based on eye
movements, that is, the eyes can be classified into the fol-
lowing categories during transit: jumping, gaze, and smooth
tracking (shown in Figure 3). )e main steps are as follows:

(i) Firstly, the inaccurate eye movement data removed
upon preprocessing

(ii) Using the speed of eye movements to distinguish
between the above-mentioned categories and make
them into several segments

(iii) Classification of the obtained data using wavelet
transform and vector machines

(iv) Automatic recognition of individual segments using
their eigenvalues and clustering algorithms

)e above steps mainly get what is more interesting to
the user and what is not interesting and what is most in-
teresting or maybe the upper and lower objects are cross-
validated with the environment and some additional in-
formation obtained. Because the pupil changes when a
person is interested in some objects, it is more practical and
accurate to use the pupil change to determine the user.

Regarding the dataset we used, this paper uses the cross-
missing method for validation. By interpreting the dataset,
we can know that, for each subject, we can have the first
person perform the eye movement test first and then as a
sample and the rest of the people as a model training. )is
way the accuracy of the emotions of the other subjects can be
tested by comparison.

In each eye movement signal, we can extract a sequence
of features from it, which then makes up a complete sample.
At the same time, we can slide each window, so that each
window can also be considered as a smaller sample for easy
analysis. Since the whole extracted sample is different, the
length of each window is also different, as well as, of course,

the number of truncations. )ese subsamples are mostly
from smaller samples and are identical. Using these sub-
samples, we can have an idea about the complete network
input and the output value of the BP neural network and
subsamples can be obtained as well. )is is shown in Fig-
ure 4. Note that it is not desirable if intuitive extraction
samples are used.

For a complete waveform in longitudinal pupil coor-
dinates, an upward trend in the waveform indicates upward
eye movements and a downward trend in the waveform
indicates downward eye movements. When the waveform is
segmented, each segment represents the pattern of upward
and downward eye movements per unit of time. )is time
segment includes the amplitude of eye movements and the
order of eye movements [16]. For a combination of two
segments, the correlation coefficient between the two seg-
ments indicates the similarity between the two segments. If
correlation coefficients are found between all segments, the
sum of these coefficients reflects the sum of similarities
between all segments in the longitudinal coordinate wave-
form of the pupil, that is, the complexity of the combination
of all pupil up-and-down movement patterns. In this paper,
we use an adaptive BP neural network algorithm to select the
segmentation time length and correlation coefficients for
each pupil position coordinate waveform when using the
combined waveform complexity as the pupil position co-
ordinate feature value.

)e delineation of periods is particularly important
when extracting the complexity of the integrated waveform.
Human response times to different physiological signals of
stimulus events may vary between emotional expressions,
with heart rate and skin electrical response times to emo-
tional arousal ranging from 3 to 6 seconds. )e same
emotional reaction times exist for pupil position coordi-
nates, and each time segment of the waveform contains one
emotional fluctuation if the length of the time segment can
be matched to the smallest unit of the kinetic nerve response.
)e correlation between segments is calculated in this way;
that is, it indicates the degree of correlation of different
emotional fluctuations and the sum of the correlation co-
efficients of all segments within the video temporal degree
indicates the combined emotional fluctuations of the subject
while watching that video. In other words, it represents the
combined waveform complexity.

4. Analysis of Results

4.1. Algorithm Performance Results. From Figure 5, the
higher value is the blinking point, and if the fluctuation is not
too large, that is, the transition is relatively smooth, then it is
the eye gaze point. It is clear from Figure 5 that, by com-
paring the standard values with the algorithmic results, the
BP-based adaptive network algorithm proposed in this paper
matches the standard values to a higher standard. In this
figure, we can also see that the existing schemes, that is, I-SC,
IVDT, and CNN, all show some incorrect classification data
and cannot correctly identify the correct trajectory of the eye
movement signal.)erefore, the adaptive BP neural network
algorithm outperforms the I-SC, IVDT, and CNN
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algorithms in terms of accuracy, recall, and F1 scores for
both the initial and intermediate excess and final points of
the eye movement signal.

To further analyze the advantages and disadvantages of
these four algorithms, white noise is added to the standard

values in this paper, and the comparison results are shown in
Figure 6. In this figure, we can see that the adaptive BP
neural network algorithm is effective in classifying eye
movement data containing noise due to the consideration of
the input values of the eye movement signal and the
characteristics of continuity and burst. )e simulation re-
sults show that the adaptive BP neural network algorithm is
effective in classifying eye movement data containing noise.
According to the performance metrics of each algorithm
given in this figure, the gaze and smooth tailing classification
performance of our BP neural network algorithm outper-
form the other three algorithms in terms of recall and ac-
curacy metrics.

Poor accuracy Poor accuracy Poor accuracy

Poor accuracy Poor accuracy Poor accuracy

Good accuracy Good accuracy Good accuracy

Good accuracy Good accuracy Good accuracy

Figure 2: Error analysis model of the line-of-sight tracking system.
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4.2. Analysis of Experimental Results. As shown in Figure 7,
the F1 values for arousal and validity were compared for all
three categories under three different input conditions,
indicating that the F1 mean value was better than the other
two inputs for both arousal and validity. Hence, it indicates
that the combined features are more helpful in improving
the model performance. )is is because the sample size of
the high arousal category is much lower than the other two

categories, resulting in the model not being able to learn
the sample features of this category well and thus not
being able to distinguish this category properly. )e F1
values of the medium arousal category in Figure 7 are both
lower than those of the low and high arousal categories,
indicating that the model is less capable of identifying
medium arousal compared to the other two arousal
categories.
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)is paper analyzes the problem of the relationship
between the temporal performance and the size of the time
window of the adaptive BP neural network algorithm
proposed in this paper. Generally, we classify the emotional
problems generated by eye movements into three broad
categories: the emotional initial point, the emotional peak
point, and the emotional endpoint. In these three types of
emotion points, if we can reasonably allocate the size of each
time window, the integrity of emotion can be maintained.
)e data thus obtained will be more reasonable and the
classification recognition will be better. )e emotional brain
signals we extracted were divided into a total of eight-time
windows, their features were analyzed using wavelet
methods, and then the vector machines were used to classify
each window of emotion. In this experiment, we used 6–15
seconds to obtain 65% accuracy. )us, the information
about emotions in the EEG signal can be properly localized
around 6 to 15 seconds. In our experiments, this classifier
works better for the 10 s time window dataset, especially in
the adaptive BP neural network-based algorithm proposed
in this paper; the model gives the best results in the 10 s time
window, as shown in Figure 8.

With the BP adaptive neural network algorithm, the
distance between the leftward signal and the leftward
template is the shortest, and the difference between the
templates in the other algorithms is still relatively large. It
can also be seen from Figures 8(b) and 8(c), respectively. In
Figure 8(d), there is a crossover of signals when blinking
twice and blinking once, which means that there is 1 mis-
match in 50 datasets with a 98%match rate.)e algorithm is
not too difficult to implement and is an effective recognition
method. )e adaptive BP neural network algorithm pro-
posed in this paper is a fuzzy input matching algorithm,
which mainly solves the problem of when the input eye
movement signal is long or short.

5. Conclusion

)is paper’s major focus is on the classification and de-
tection of eye movement signals, with the goal of creating a
new form of human-computer interaction. To achieve the
goal of human-computer interaction, the majority of
contemporary human-computer interaction approaches
rely on human motion. Human-computer interaction
technology based on eye movement signals can effectively
tackle the problem of interaction through the eyes, allowing
for new technological advancements that will benefit a
broader spectrum of individuals. In this paper, the software
and hardware environment for acquiring eye movement
signals, as well as the acquisition method and electrode pad
positioning, were all designed. Four types of eye movement
data were collected from ten subjects in the experimental
area, and preliminary signal processing was performed.
None of the existing studies can address the fact that eye
movement signals differ in length and from person to
person. As a result, the idea of eye movement signal cat-
egorization based on an adaptive BP algorithm is proposed,
which not only handles this problem well but also shows in
simulation results that it may significantly enhance rec-
ognition rate.
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