
Research Article
Value of Magnetic Resonance Imaging Features in Diagnosis and
Treatment of Breast Cancer under Intelligent Algorithms

Shuang Liu ,1 Min Tang ,2 Shuqin Ruan ,2 Feng Wei ,2 and Jiaxi Lu 2

1Department of Ultrasound, Chongqing Health Center for Women and Children, No. 120, Longshan Road, Yubei,
Chongqing 401147, China
2Department of Oncology and Hematology, Chongqing General Hospital, University of Chinese Academy of Sciences,
No. 312, Zhongshan First Road, Yuzhong, Chongqing 400013, China

Correspondence should be addressed to Min Tang; quewenjuan@hospital.cqmu.edu.cn

Received 30 August 2021; Accepted 19 October 2021; Published 3 November 2021

Academic Editor: Gustavo Ramirez

Copyright © 2021 Shuang Liu et al. ,is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

,is study was to analyze the clinical application value of magnetic resonance imaging (MRI) image features based on intelligent
algorithms in the diagnosis and treatment of breast cancer and to provide an effective reference assessment for breast cancer diagnosis.
,eMRI diagnosismodel (ACO-MRI) based on the ant colony algorithm (ACO)was proposed, whichwas comparedwith the diagnosis
methods based on support vector machine (SVM) and proximity (KNN) algorithm, and the proposed algorithm was applied to MRI
images to diagnose breast cancer. ,e results showed that the accuracy, sensitivity, and specificity of the ACO-MRI model were greater
than those of the KNN and SVM algorithm.Moreover, the specificity was statistically considerable compared with the two algorithms of
KNN and SVM (P< 0.05). By comparing 1/5 number of ants and the average gray path of the ACO-MRI model under 1/8 number of
ants, it was found that the average gray path value of 1/8 number of ants was greatly higher than the average gray path value of 1/5
number of ants (P< 0.05). ,e differences in the overall distribution of breast MRI imaging features among Luminal A, Luminal B,
HER-2 overexpression, and TN were compared. ,ere were considerable differences in the overall distribution of the three breast MRI
imaging features of the boundaries, morphology, and enhancement methods among the four groups (P< 0.05). In short, MRI image
based on the intelligent algorithm ACO-MRI diagnosis model can effectively improve the diagnosis effect of breast cancer. Its image
feature boundaries, morphology, and enhancement methods had good imaging features in the diagnosis of breast cancer.

1. Introduction

As the most common malignant tumor in Chinese women,
the incidence of breast cancer is increasing year by year.
With the younger age of onset, it has once become the main
cause of death for many female cancer patients [1]. However,
the medical community does not have the same general idea
about the pathogenesis of breast cancer due to the uncer-
tainty of its pathogenic factors and the unclear dominance of
early clinical features. ,erefore, most of the diagnosed
patients have reached the middle and advanced stage, thus
missing the best treatment opportunity for the disease [2, 3].
So far, breast cancer has had a considerable impact on
women’s physical and mental health, and the World Health
Organization has paid great attention to it and paid close

attention to its development trend [4]. How to improve the
public awareness of breast cancer prevention and how to
improve the early diagnosis and treatment of breast cancer
have become an urgent work in China’s breast cancer
prevention and treatment [5].

Clinical diagnosis of breast cancer mainly involves im-
aging examinations, including ultrasound imaging, mam-
mography (MAM), and breast magnetic resonance imaging
(MRI) [6]. ,e principle of ultrasonic imaging diagnosis
mainly uses the characteristics of ultrasonic wave, such as
rapid-fire, reflection and refraction, and ultrasonic attenu-
ation. ,is imaging is effective for the detection of sub-
stantive and cystic masses in the breast and can reflect the
situation of axillary lymph nodes and surrounding tissues.
Moreover, with the popularity of Doppler ultrasound
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imaging technology, its imaging performance is greatly
improved [7]. However, due to the defect of unclear images
in ultrasound, the detection probability of small breast le-
sions such as intraductal carcinoma is low [8]. ,e principle
of breast MRI is magnetic resonance. ,e hydrogen protons
detected in the human body emit electromagnetic waves
under the action of external magnetic field so as to obtain the
internal structure of the imaging object [9]. Compared with
ultrasound, MRI has higher resolution and finer image,
which can also image various parts of the human body from
multiple faults and angles. From the early plain scanning to
dynamic enhanced MRI scanning, the sensitivity and
specificity of this detection method in the diagnosis of breast
cancer have gradually increased. However, it still has lim-
itations in the diagnosis of breast cancer. To improve the
accuracy of its diagnosis, domestic and foreign experts have
conducted massive studies [10].

,e intelligent algorithm is a calculation method pro-
posed by humans in the continuous pursuit and exploration
of solutions, also known as soft computing. ,is method
includes many contents, such as artificial neural network
technology (ANN), genetic algorithm (GA), simulated
annealing technology, and swarm intelligence technology.
,e swarm intelligence technology has derived the ant
colony algorithm (ACO) and particle swarm optimization
(PSO) [11, 12]. Among the many algorithms, ACO and
genetic algorithm can directly manipulate structural objects
and can perform calculations and global optimization. ,is
feature has a good development in imaging. With the
popularization of artificial intelligence in the medical field,
ACA also has a cross-combination in the field of medical
imaging [13].

In summary, intelligent algorithms are more and more
widely used in the field of medical imaging, but there are
fewer applications in MRI diagnosis and treatment of breast
cancer [14, 15]. ,erefore, MRI image feature diagnosis and
treatment of breast cancer based on the ACO algorithmwere
proposed in this research, which was compared with the
KNN algorithm and the SVM algorithm and was applied to
the breast MRI examination of patients. By comparing the
diagnostic performance of different MRI imaging feature
parameters for breast cancer, the clinical application value of
MRI imaging features based on intelligent algorithms in the
diagnosis and treatment of breast cancer was comprehen-
sively evaluated. It was expected that the combination of
intelligent algorithm technology and magnetic resonance
imaging technology can provide an effective reference for
the clinical diagnosis and treatment of breast cancer.

2. Materials and Methods

2.1. Research Objects. In this study, 175 patients with breast
problems who came to hospital for examination from July
2018 to July 2020 were selected as the research objects.
Among them, 20 were male and 155 were female. All pa-
tients underwent MRI examination. ,is study had been
approved by the Ethics Committee of hospital. Patients and
their families had been aware of this study and had signed
informed consent.

Inclusion criteria were as follows: (i) patients with
complete clinical baseline data; (ii) patients who signed
informed consent; (iii) patients who were confirmed by
histological examination; and (iv) patients had not received
any medical treatment. Exclusion criteria were as follows: (i)
patients with major diseases and pregnant women; (ii)
patients with hypersensitivity to contrast enhancement
agents; and (iii) patients combined with tumors of other
sites.

2.2. MRI Examination and Imaging Features. All patients
underwentMRI examination.,e breasts on both sides were
placed in the inspection cavity in the prone position, and
regular MRI scans were performed. After a plain scan, the
contrast agent Magnevist (dose 0.1mmol/kg) and 20mL
normal saline were injected intravenously. ,e scan was
performed before injection and at 0 s, 67 s, 134 s, 201 s, 268 s,
and 335 s after injection. ,e total time was 8min 1 s.

MRI image analysis was performed by two radiologists
for independent imaging diagnosis. If the results were in-
consistent, the two people should discuss together to reach a
consistent result. ,e DWI image was input into the MRI
workstation to obtain the apparent diffusion coefficient
(ADC) map and measure the ADC value. MRI image was
input into the imaging workstation to measure the IER value
of the lesion. IER� (peak signal intensity within three
minutes after injection of contrast agent-signal intensity
before injection of contrast agent)/signal intensity before
injection of contrast agent× 100%.

,e tumor was segmented by manual segmentation to
obtain imaging characteristics. Independent imaging diag-
nosis was made by two radiologists. ,e region of interest
(ROI) was delineated on the tumor region of ADC map at
the maximum level of tumor using ImageJ to obtain relevant
image features. Related image characteristics were (i)
morphology such as maximum transverse diameter, area,
and area ratio; (ii) first-order gray characteristics such as
energy, skewness, average value, range, and standard dif-
ference; (iii) texture features such as the characteristics of the
gray level concurrent matrix; and (iv) filtering characteris-
tics. After the patients completed the relevant examinations,
tumor resection was performed according to the indications,
and pathological examination was conducted to clarify the
pathological characteristics of the patients. For the selection
of ROI in the lesion area, vascular, calcification, fat, cavity,
bleeding area, cystic degeneration, necrosis, and normal
glandular tissue group were avoided.

Observation and analysis of MRI images included
morphological manifestations and enhancement types of
lesions. For morphological manifestations, the lesions were
classified into round, irregular, and lobulated shapes. ,e
boundary between lesions and surrounding tissues was clear
or unclear. ,e edges were smooth, uneven, or burr. After
enhancement, the edges of lesions were classified into
uniform enhancement and nonuniform enhancement. ,e
shape of breast malignant lesions was irregular or lobulated,
and the boundary between lesions and surrounding tissues
was not clear, with incomplete edges or short burrs.
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Enhancement scan showed annular, spotty, and strip uneven
enhancement, which was called malignant sign. Benign
pathological changes of mammary gland were kind of circle,
with the boundary of surrounding organization clear, the
edge was smooth, and enhance scan was uniform aggran-
dizement, called benign sign.

2.3. Mathematical Model of ACO. ,e clustering of ACO in
intelligent algorithms is quite similar to the process of image
recognition, so it is widely used in images. However, to
enhance the diagnostic performance of breast cancer, a
better way to process MRI images is needed.,e principle of
the ACO algorithm is inspired by the study of ant colony
behavior in nature. ,e algorithm has the three character-
istics of distributed, natural organization, and positive
feedback. ,e basic idea is constructing artificial ants, to
simulate the real ant behavior in nature and solve optimi-
zation problems in many fields.

,e number of artificial ants in the ant colony is set tom,
dye represents the distance between the city y and city e, and
τye(t) represents the residual pheromone concentration
between y and e at time t. It is stipulated that the behavior of
ant k conforms to the following law. In path selection, the
next location is selected with corresponding function
probability according to the concentration of path phero-
mone. It cannot choose the path that has been taken as the
next step, and a data table (tabuF(F � 1, 2, 3, 4, . . . , m) is
used to control it. When artificial ants choose a path, it is
based on the function (1).

If X � Xi|Xi � (xi1, xi2, . . . xim), i � 1, 2, 3, . . . , N􏼈 􏼉 is
the data set of the clustering problem to be analyzed, r is the
clustering radius, phye(t) is the pheromone concentration on
the path from data Xy to data Xe at time t, dye represents the
weighted Euclidean distance between the sample and the
cluster center, and p is a weighting factor, which can be
determined according to the degree of image of each com-
ponent in the cluster, then there is the following equation:

dye � P Xy − Xe􏼐 􏼑 �

���������������

Σm
k�1

Pk xyk − xyk􏼐 􏼑
2

􏽲

. (1)

phye(0) � 0 is set as the initial information volume, then
there is the following equation:

phye(0) �
1, dye ≤ r,

0, dye > r.

⎧⎨

⎩ (2)

According to the information concentration on the path
between the sample and the cluster center, the probability
phye that Xy merges into Xe is the following equation:

phye �

ph
a
ye(t)ηβye(t)

Σ
s∈S
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O, other.
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(3)

In equation (2), ηye(t) is a heuristic guiding function, which
represents the expected degree of ant Xy to Xe. ,e heuristic
function is used to reflect the degree of similarity between pixels.

,e larger the heuristic function, the greater the probability that
the pixels belong to the same cluster. α and β are the information
accumulated in the process of pixel clustering and the image
factors of the path selection by the heuristic guiding function,
respectively. S � XS|dse ≤ r, s � 1, 2, . . . , j, j + 1, . . . , N􏼈 􏼉 is a
set of feasible paths.

If phye(t)≥p0, then Xy is merged into the Xe domain. It
is set that Cj � Xk|dke ≤ r, k − 1, 2, . . . , e􏼈 􏼉, and Ce represents
all the data sets merged into the Xe domain.,e ideal cluster
center is found, which is expressed as follows:

ce �
1
E

􏽘

J

k�1
Xk. (4)

In equation (4), XK ∈ Ce.
As the judgement ants move, the amount of pheromone

on each path changes after a cycle, and the pheromone on
each path is adjusted according to the global adjustment rule
as follows:

phye(t) � ρphye(t) + Δphye. (5)

In equation (5), ρ is the attenuation coefficient of the
pheromone over time, generally about 0.5 to 0.99, and Δphye

is the increment of the path pheromone in this cycle:

Δphye � Σ
N

k�1
Δph

k
ye. (6)

In equation (6), Δphk
ye represents the amount of pher-

omone left in the path of the kth ant in this cycle.
,e ACO is applied to MRI to establish an ACO-MRI

model, and the algorithm steps are shown in Figure 1.

2.4.Observation Indicators. ,e diagnosis methods based on
the KNN algorithm and SVM algorithm were compared
with the ACO-MRI diagnosis method designed in this re-
search for comparative observation. Accuracy, sensitivity,
and specificity were used as diagnostic performance eval-
uation indicators for different inspection methods [16, 17]:

accuracy �
TP + TN

TP + TN + FP + FN
,

sensitivity �
TP

TP + FN
,

specificity �
TN

FP + TN
.

(7)

In equation (7), TP is expressed as the true positive of the
test result, FN is false negative, FP is false positive, TN is true
negative, and the confusion map shown in Figure 2 is
obtained.

2.5. Statistical Methods. SPSS 19.0 was employed for data
statistics and analysis. Mean± standard deviation (x ± s)

was how measurement data were expressed, and percentage
(%) was how count data were expressed. One-way analysis of
variance was used for pairwise comparison. ,e difference
was statistically considerable with P< 0.05.
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3. Results

3.1. Pathological Comparison. A total of 175 patients were
analyzed in this study, including 85 cases of invasive ductal
carcinoma, 32 cases of invasive lobular carcinoma, 30 cases
of mucinous carcinoma, and 42 cases of mixed carcinoma.
,e proportions are shown in Figure 3.

3.2. Algorithm Performance Analysis. ,e accuracy, sensi-
tivity, and specificity of MRI imaging diagnosis of breast
cancer based on the ACO algorithm were 93.6%, 92.61%, and
78.32%, respectively. ,e accuracy, sensitivity, and specificity
of the SVM algorithm in diagnosing breast cancer were
87.43%, 83.12%, and 71.44%, respectively. ,ose of the KNN
algorithm in diagnosing breast cancer were 84.23%, 86.32%,

and 73.21%, respectively. In Figure 4, the accuracy, sensitivity,
and specificity of MRI based on the ACO algorithm in di-
agnosing breast cancer were higher than those of the KNN
algorithm and the SVM algorithm. ,ere was no statistically
considerable difference in accuracy and sensitivity (P> 0.05),
while the specificity of the ACO algorithm was greatly higher
than that of the KNN and SVM algorithms (P< 0.05).

Figure 5 shows the comparison of the average gray path
under the two numbers of ants. Figure 5(a) is the average
gray path under the number of 1/5 ants, and Figure 5(b) is
the gray path under the number of 1/8 ants.,e average gray
path under the number of 1/5 was greatly smaller than that
under the number of 1/8, and the difference between the two
was substantial (P< 0.05).

Figure 6 shows the edge extraction of breast calcification
points. ,e ACO was used to process massive breast images
that contained calcification points and required to be judged
by the doctor. After 30 iterations, the edge extraction of the
breast calcification points of a female patient was obtained.
,e left side of Figure 6 is the edge pixels of the calcification
points extracted from the digital image based on the ACO
algorithm, and the right side is the original image. ,e left-
right comparison showed that the ACO algorithm was
clearer for the extracted images of the edges of breast cancer
calcification points.

3.3. Comparison of MRI Imaging Features among Four Mo-
lecular Types of Breast Cancer. ,e comparison of breast
MRI imaging features among the four molecular classifi-
cation groups of breast cancer is shown in Figure 7. ,e chi-
square test/Fisher exact probability method was used to
analyze whether the overall distribution of breast MRI
features in Luminal A, Luminal B, HER-2 overexpression,
and TN was different. It turned out that there was no
considerable difference in the overall distribution of tumor
size, margin, and focus distribution among the four mo-
lecular typing groups (P> 0.05). However, there were
considerable differences in the overall distribution of the
three breast MRI imaging features of border, shape, and
enhancement way among the four groups (P< 0.05).

3.4. Patient Imaging Data. Figure 8 shows the MR scan
imaging data of a female patient, where Figure 8(a) is a TIWI
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scan, Figure 8(b) is a DWI scan, and Figure 8(c) is a T2WI
scan. ,is patient had obvious calcification foci on the left
breast, and the edge of the DWI image was relatively clear.

4. Discussion

So far, there are many studies on MRI in the diagnosis and
treatment of breast cancer because MRI has a high reso-
lution, and its imaging can clearly distinguish the lesions and

the surrounding mammary skin, glands, subcutaneous fat,
and other tissues. ,is method is conducive to the detection
of small lesions, puncture biopsy, and subsequent treatment
[18, 19]. As a new multidirectional and multisequence
imaging technology, MRI is developing continuously and
has great advantages in breast cancer detection, molecular
typing, and prognosis assessment. However, this detection
method still has some limitations and defects of missed
diagnosis [20].

Wan et al. [21] explored the feature recognition, diagnosis,
and prediction performance of semisupervised support vector
machines for brain image fusion digital twins (DTs). For
many unlabeled data in the brain image, the results showed
that the model can provide 92.52% feature recognition and
extraction accuracy. In view of the artificially caused inac-
curate test results and missed diagnosis in breast cancer
detection, an ACO-MRI diagnosis mode based on ACO in the
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intelligent algorithm was proposed by combining ACOs from
the field of intelligent algorithms with breast cancer datasets
from real clinical trials, and the KNN algorithm and SVM
algorithm were proposed and compared [22]. ,e accuracy,
sensitivity, and specificity of the ACO algorithm in diagnosing
breast cancer were 93.6%, 92.61%, and 78.32%, respectively,
which were higher than those of the KNN algorithm and the
SVM algorithm, and the specificity was statistically significant
compared with the other two algorithms (P< 0.05). It was
found that ACO algorithm mode had higher performance
than the KNN and SVM algorithm [23, 24]. On the one hand,
it was found that the grayscale path value was smaller with the
more ants by comparing the average grayscale path value of
the images under the two ant numbers. On the other hand, the
edge of calcification points of breast lesions was extracted after
30 iterations of the ACO algorithm, and the image was clearer
than the original image and had better recognition
[12, 25, 26].

Based on six MRI image characteristics including size,
shape, edge, boundary, enhancement method, and lesion
distribution, the overall distribution of MRI imaging

features in Luminal A, Luminal B, HER-2 overexpression,
and TN four breast cancer molecular types was compared.
,e results showed that the differences in the boundaries,
morphology, and strengthening methods between the
groups were statistically considerable, which was consistent
with some of the previous results [27]. Yuan et al. [28]
studied the correlation between the imaging characteristics
of diffusion-weighted imaging (DWI) and dynamic con-
trast-enhanced magnetic resonance imaging (DCE-MRI)
with molecular subtypes and prognostic factors of breast
cancer. ,e results showed that the lobular sign, burr sign,
strengthening method, time signal curve (TIC) type, and
other parameters were related to prognostic factors and
molecular subtypes. ,e lumps of luminal breast cancer
mostly showed unclear borders and irregular shapes. ,e
main reason was that luminal breast cancer was not highly
malignant, and its histological grade was low. ,e tumor
grew slowly and easily pulled with the fibers of the sur-
rounding tissues, the boundaries were often unclear on
imaging, and sometimes appeared as burrs, suggesting that
the tumor had a lower aggressive behavior.
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Figure 8: MR scan images of a female patient’s breast: (a) T1WI scan; (b) DWI scan; (c) T2WI scan.
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5. Conclusion

In this research, a new method was proposed for breast
detection, which used MRI combined with the ACO algo-
rithm to extract breast calcification foci and shape recog-
nition. ,e ANN algorithm and SVM algorithm for breast
cancer diagnosis were compared. ,e experimental results
showed that the ACO algorithm had better diagnostic
performance than the ANN and SVM algorithm. In the
clinical application of breast cancer detection and diagnosis,
it can help clinicians to make better and effective decisions.
However, when ACO is used to process images, the image
has a large number of pixels and the number of ants,
resulting in a large amount of computation. Moreover, the
time will increase after several iterations. When the number
of iterations is small, the extraction of edge points in the
target image is not obvious enough, and there are some
omissions of edge points. ,erefore, this study has certain
defects in terms of time consumption. Too large image will
double the amount of computation, slow down the calcu-
lation speed, and even cause the device to be stuck.
,erefore, this method can only be applied to images with
small size, and further research is needed to improve the
algorithm. In conclusion, this method is a good demon-
stration of the combination of the intelligent algorithm and
MRI diagnosis of breast cancer. On the one hand, it im-
proves the accuracy and efficiency of breast cancer detection,
and on the other hand, it provides a new idea for realizing
intelligent breast cancer detection. In the future, further
optimization and improvement of the intelligent algorithm
are required, which can make it have better application value
in breast cancer diagnosis and early detection and treatment.
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