
Research Article
Routing Optimisation of Urban Medical Waste Recycling
Network considering Differentiated Collection Strategy and
Time Windows

Jiajing Gao, Haolin Li, Jingwen Wu , Junyan Lyu, Zheyi Tan , and Zhufan Jin

School of Management, Shanghai University, Shanghai, China

Correspondence should be addressed to Jingwen Wu; jingwen_wu@shu.edu.cn

Received 11 January 2021; Revised 23 February 2021; Accepted 6 March 2021; Published 18 March 2021

Academic Editor: Tingsong Wang

Copyright © 2021 Jiajing Gao et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

+e increasing gap between medical waste production and disposal stresses the urgency of further development of urban medical
waste recycling. +is paper investigates an integrated optimisation problem in urban medical waste recycling network. It
combines the vehicle routing problem of medical facilities with different requirements and the collection problem of clinics’
medical waste to the affiliated hospital. To solve this problem, a compact mixed-integer linear programming model is proposed,
which takes account of the differentiated collection strategy and time windows. Since the medical waste recycling operates
according to a two-day pattern, the periodic collection plan is also embedded in the model. Moreover, we develop a particle swarm
optimisation (PSO) solution approach for problem-solving. Numerical experiments are also conducted to access the solution
efficiency of the proposed algorithm, which can obtain a good solution in solving large-scale problem instances within a
reasonable computation time. Based on the results, some managerial implications can be recommended for the third-party
recycling company.

1. Introduction

Medical waste contains potentially dangerous microorgan-
isms produced by medical activities. If medical waste is not
properly recycled and disposed, it may pollute people’s living
environment, spread diseases, and sometimes pose threats to
public health [1]. It is particularly important to establish a
safe, sustainable, and green medical waste recycling system
to protect human health, maintain ecological safety, and
promote sustainable development. According to the data of
the National Bureau of Statistics shown in Figure 1, the
production of medical waste in 2008 was about 1.222 million
tons, and, in 2017, the production of medical waste was 2.235
million tons, 183% of that in 2008. However, the recycling
rate of medical waste is still in a low level, where about two-
thirds of the medical waste are not properly disposed. +e
gap between medical waste production and disposal is still
significant. +e main problem of medical waste collection is
the lack of proper facilities for waste collection, safe storage,

and transportation, which stresses the urgency of further
development of medical waste recycling [2].

+e recycling of medical waste can be divided into two
stages, namely, collection stage and recycling and disposing
stage. In the collection stage, medical waste is collected from
medical facilities. In the recycling and disposing stage, waste
is recycled and disposed in the recycling centre. Both stages
stress the safe in both transportation and disposal, which will
be supervised by the government and the public. +e col-
lection stage includes three key steps: classification, tem-
porary storage, and transport. Among those steps, the
transportation step consumes much labour and resources.
Effective planning is required in the transportation step to
improve efficiency and cut down the operational cost for the
medical waste collection operators. Vehicle routing problem
(VRP) is a well-known optimisation problem in trans-
portation section. In medical waste recycling network, the
operator needs to determine the route of collection vehicle.
Before applying the vehicle routing problem into themedical
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waste recycling network, we should pay attention to the
difference of medical waste collection compared to general
waste collection, that is, the potential risk in transportation
and storage process of medical waste. To reduce the potential
storage risk of storage, a higher service frequency is required
in medical waste network. +e structure of medical waste
collection networkmay also have some special feature. Based
on the differences, some new challenges, such as the peri-
odicity of waste collection, regulations for the storage and
transportation of medical waste, and the different waste
quantity produced by different medical facilities, need to be
tackled. +ese challenges imply that the medical waste re-
cycler should provide the differentiated waste collection
strategy, which can be achieved by different service fre-
quencies. In this paper, we focus on the routing optimisation
of a typical urban medical waste recycling network in China
and build up a mixed-integer linear programming model to
solve the periodic vehicle routing problem with time win-
dows (PVRPTW) with the objective of minimising the total
travelling distance. Based on the periodicity of waste col-
lection and the different requirements of medical facilities,
we propose a differentiated recycling strategy to collect
medical waste. To enhance the computing efficiency, PSO
algorithm is applied for problem-solving. Numerical ex-
periments are used to verify the model and the effectiveness
of the proposed algorithm, and sensitivity analysis is con-
ducted to explain some related problems.

+e rest of this paper is organised as follows: Section 2
provides an exhaustive literature review of related research.
Section 3 expounds the research problems of this paper and
describes the special features of the routing problem in
medical waste network. Section 4 elaborates the mathe-
matical model. Section 5 proposes PSO algorithm for
problem-solving. Section 6 conducts a numerical experi-
ment to verify the model and algorithm and puts forward
some management insights by sensitivity analysis. Section 7
presents the conclusion.

2. Literature Review

Medical waste collection and recycling problems can be
defined as a PVRPTW, which determines minimum distance
routes in a reverse logistics network. Among the research
problems in reverse logistics, VRP is one of the most im-
portant and most widely studied combinatorial optimisation
problems because of its complexity and importance in cost
minimisation in transportation networks [3]. +e spread of
COVID-19 puts the whole world into danger and panic, and,
of course, the amount of medical waste from COVID-19
encounters explosive growth, which places pressure on the
waste disposing systems and poses a great threat of virus
infection to the public. When focusing on the research of
medical waste recycling, we find that COVID-19 and other
public health events have motivated scholars to conduct
research about medical waste recycling. Among the previous
researches, waste collection problems in previous works are
usually modelled as inventory-routing problem, location-
routing problem, and supply chain network construction
problem. Cost and social objectives like public risk are taken
as the objective of optimisation problems.

Inventory-routing problem can be seen as a special form
of VRP, where medical waste in medical facilities is waiting
to be collected. Nolz et al. [4] investigate the collection of
medical waste stored at pharmacies. Stochastic aspects are
considered in the inventory-routing problem, and the social
objective is applied as the objective. A sampling method and
an approach based on an adaptive large neighbourhood
search algorithm are developed to solve the proposed
problem.

Location-routing problem is another hotspot of
medical waste recycling network. Mantzaras and
Voudrias [5] develop an optimisation model to minimise
the cost of infectious waste management. Location and
capacity of treatment plants and transfer stations as well as
transport paths of vehicles are determined in this model.
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Figure 1: Statistics data of medical waste production.
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Tirkolaee et al. [6] investigate a sustainable multitrip loca-
tion-routing problem with time windows for medical waste
management. Travelling time, total violation of time win-
dows, service priorities, total infection, and environmental
risk are minimised in their model. Fuzzy chance-constrained
programming approach is applied to address uncertainty.
+e model is then tested by a case study in Sari city of Iran.

Some scholars investigate medical waste recycling net-
works as a supply chain network design and construction
problems. Yu et al. [7] propose a multiobjective multiperiod
mixed-integer programming model for the epidemic lo-
gistics network of medical waste to determine facility lo-
cations and transportation strategies. Risk in transportation
and treatment and the cost of system establishment are
selected as the objectives. Several general policies are ob-
tained by experiments and analysis. Kargar et al. [8] propose
a multi-item andmultiperiod linear programmingmodel for
medical waste reverse supply chain with objectives relevant
to total costs, treatment technology selection, and medical
waste stored. A robust possibilistic programming approach
and a fuzzy goal programming method are employed in
modelling.

VRP is a well-known NP-hard problem. To obtain a
solution in a reasonable time, researchers try to use heuristic
algorithms to solve the models and obtain near-optimal
solutions efficiently. Global search algorithms like genetic
algorithm, PSO, and simulated annealing are applied be-
cause of the strong capability of finding the global optimum
[9–11]. For local search heuristics, some metaheuristics are
applied in problem-solving to improve search efficiency and
avoid trapping in local optimum, like Squeaky Wheel Op-
timisation [12, 13] and Critical-Shaking Neighbourhood
Search [14, 15].

From the literatures reviewed above, we can find that
medical waste collection and disposing is an emerging re-
search field in reverse logistics. Although many works have
been done about VRP considering time windows and vehicle
capacity in the field of waste collection, to the best of our
knowledge, there are few works that investigate the differ-
entiated collection strategy for medical facilities. +e main
contribution of our research can be categorized into three
aspects. First, we investigate the PVRPTW of medical waste
recycling network considering the differentiated collection
strategy based on different grades of medical facilities, in
which different collection frequency and collection from
clinics to grade 1 hospital are applied. Amixed-integer linear
programming model is formulated to minimise the total
travelling distance. Second, we propose a PSO algorithm for
problem-solving, which can be a tool for solving real-scale
problems. +ird, some managerial insights about vehicle
capacity are concluded according to numerical experiments
and sensitivity analysis, which provide a broad view of
network operation.

3. Problem Background

+is study attempts to investigate the PVRPTW of an urban
medical waste recycling network based on a typical urban
medical system in China. +e urban medical waste recycling

network works to recycle waste produced in the daily op-
erations of medical facilities. +ere are several medical fa-
cilities and a recycling centre in the network. +e medical
facilities are the producers of medical waste, including
hospitals in different grades, clinics, and other medical waste
producers. Medical waste produced by medical facilities is
recycled or disposed by the recycling centre. Once the
medical waste is produced, it is stored in temporary storage
areas within or adjacent to medical facilities and waits to be
collected. Vehicles for medical waste collection start from
the recycling centre, go to assigned hospitals to collect waste
along the assigned routes, and go back to the recycling centre
when all wastes in the assigned hospitals are collected.
According to regulations, the medical waste can only be
stored in the temporary storage areas for a maximum of 48
hours to minimise the risk of infections [16].

In general, medical facilities have different functions and
sizes, and the amount of medical waste produced by different
facilities varies. For economic reasons, different waste
quantity among medical facilities requires different fre-
quency of waste collection; that is to say, the medical fa-
cilities that produce more waste require higher frequency of
waste collection. Based on the hospital classification system
and the actual operation of the medical system, we classify
the medical facilities into the following 4 grades in our
research and set the corresponding collection strategies to
different grade of medical facilities.

(1) Grade 2 and Above Hospitals. +ese hospitals are the
core of the medical system, which will treat more
patients and produce more medical waste in daily
operation.+ese hospitals all have temporary storage
areas for waste, so the waste can be stored in the
temporarily storage areas within the hospitals, and
the vehicles need to visit these hospitals to collect
waste. To deal with the large amount of waste, we set
a higher waste collection frequency for grade 2 and
above hospitals as once a day.

(2) Grade 1 Hospitals. +ese hospitals are usually
community hospitals and health centres and are
distributed more densely in the city. +e wastes
produced by grade 1 hospitals are stored in their
temporary storage area and collected by the vehicles
every two days. Grade 1 hospitals are also used as
collection points for those clinics without the tem-
porary storage areas because of the denser
distribution.

(3) Clinics. +e clinics are more common in the city and
appear as supplements of the medical system. Clinics
are usually smaller and generate less medical waste,
so there are no medical waste temporary storage
areas in clinics. Once waste is produced by clinics, it
is sent to temporary storage areas in nearby grade 1
hospitals and waits to be collected. +is requires an
affiliated relationship between clinics and grade 1
hospitals. +e clinics can affiliate a grade 1 hospital
only when the clinic locates in the service radius of
the hospital. Since the distances between clinics and
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their affiliated hospitals are short, the cost incurred
by waste collection of clinics is ignored in our
research.

(4) Other Waste Producers. Some medical waste is
produced by some facilities other than hospitals and
clinics, including scientific institutions and labora-
tories, blood banks, and pharmaceutical manufac-
turers. +ese facilities have temporary storage areas
for waste, and the waste is collected every two days.

Based on the settings above, a two-day period can be set
up for waste collection. Each period contains two days,
namely, odd day and even day. Waste collection tasks are
generated among hospitals according to the waste collection
frequency and waste amount. For every waste collection
period, grade 2 and above hospitals will generate two waste
collection tasks for the waste produced by themselves: one
task involves the collection of waste produced on the odd
day, and the other task involves the collection of waste
produced on the even day. Grade 1 hospitals will generate
one collection task in a period, which contains the waste
produced by themselves and the affiliated clinics. +e task of
grade 1 hospitals can be collected on either odd day or even
day. +e task of other waste producers contains the waste
produced in two days and will be collected once in a period.
+e waste collection and recycling activities follow certain
working hours; that is to say, a time window is added to the
route of waste collection.

Based on the above process, the medical waste transport
network is shown in Figure 2.+e above problem setting can
be abstracted as a PVRPTW, in which the recycling centre
serves as the depot of the network, and medical facilities play
the role of the nodes where demands are located. All col-
lection routes are visited on either odd day or even day and
start from and end at the recycling centre. Every collection
task should be served in one of the two days and assigned to a
specific route. +e objective of this problem is to minimise
the total transportation distance. +e decision problem
contains the collection routes of vehicles along with the date
and time of tasks being served. For the waste collection of
clinics, the affiliated relationship also needs to be
determined.

4. Mathematical Model

4.1. Notations. +e notations used to formulate the model
are introduced below.

Indices and Sets

w, w′: Index of task, which means the medical waste to
be collected in a hospital
W: Set of all tasks
W0: A subset of task set W, W0⊆W, 2≤ |W0|≤ |W|

i: Index of hospitals
I: Set of all hospitals
Ig: Set of grade g hospitals; in detail, I0 represents other
medical facilities, I1 represents set of grade 1 hospitals,
and I2 represents grade 2 and above hospitals

j: Index of clinics
J: Set of all clinics
t: Index of date
T: Set of dates in a transport cycle. T � 1, 2{ }, where 1
represents odd day, and 2 represents even day
r: Index of vehicles
R: Set of all vehicles
Rt: Set of vehicles working on date t; R1 represents
vehicles working on odd days, and R2 represents ve-
hicles working on even days.

Parameters

e(r), e′(r): Recycling centre, the start point, and end
point for collection route
hw: Corresponding hospital of task w

gi: Grade of hospital i, where 0 represents other waste
producers, 1 represents grade 1 hospitals, and 2 rep-
resents grade 2 and above hospitals
dw,w′ : Travelling distance between tasks w and w′

tw,w′ : Travelling time between tasks w and w′

pj,i: Set to 1 if the clinic j locates within the service
radius of grade 1 hospital i and 0 otherwise
tw: Task w’s processing time
[af, bf]:+e availability service time of waste collection
for all tasks
q1w: +e amount of medical waste produced by the
hospital corresponding to the task w

q2j : +e amount of medical waste in the clinic j

Q1
i : Medical waste capacity of grade 1 hospital i, i ∈ I1

Q2
r : Maximum capacity of vehicle r, r ∈ R

M: A sufficiently large positive number
H: 24 hours.

Grade 2 and
above hospitals

Clinics

Grade 1
hospitals

Recycling
centre

Other waste
producers

Even day route
Odd day route

Figure 2: Hierarchy diagram of medical waste recovery network.
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Decision Variables

μj,i: Binary variable, set to 1 if the waste of clinic j is
collected to the hospital i and 0 otherwise
πw,w′ ,r: Binary variable, set to 1 if the vehicle r serves the
task w′ immediately after serving the task w and 0
otherwise
φw,t: Binary variable, set to 1 if the task w is served in
date t and 0 otherwise
σw,r: Binary variable, set to 1 if the task w is served by
the vehicle r and 0 otherwise

ρw,r: Float variable, the start time of the task w being
served by vehicle r

τw: Float variable, the total medical waste of the task w

εw,r: Float variable, the amount of medical waste in the
task w transported by the vehicle r.

Based on the notations above, to simplify the expression,
we define the set Wi to express task set of the hospital i,
where Wi � w | w ∈W, hw � i .

4.2. Mathematical Model Construction.

Minimize 
r∈R


w∈W∪ e(r){ }



w′∈W∪ e′(r){ }

dw,w′πw,w′ ,r, (1)

s.t. 
i∈I1

μj,i � 1, ∀j ∈ J, (2)

μj,i ≤pj,i, ∀i ∈ I1, j ∈ J, (3)


r∈R

σw,r � 1, ∀w ∈W, (4)

σw,r ≤φw,t, ∀w ∈W, t ∈ T, r ∈ Rt, (5)


w∈W∪ e(r){ }

πw,w′ ,r � 
w∈W∪e′(r)

πw′,w,r � σw′,r
, ∀w′ ∈W, r ∈ R,

(6)



w∈W∪ e′(r){ }

πe(r),w,r � 
w∈W∪ e(r){ }

πw,e′(r),r � 1, ∀r ∈ R,
(7)


w∈W0



w′∈W0

πw,w′ ,r ≤ W
0
 − 1W

0⊆W, 2≤ W
0
≤ |W|, ∀r ∈ R, (8)

τw � q
1
w + 

j∈J
q
2
jμj,i, ∀w ∈W, i ∈ I1, (9)

τw � q
1
w, ∀w ∈W, i ∈ I0 ∪ I2, (10)

τw ≤Q
1
i , ∀w ∈W, i ∈ I1, (11)

εw,r ≤Mσw,r, ∀w ∈W, r ∈ R, (12)

εw,r ≤ τw, ∀w ∈W, r ∈ R, (13)

εw,r ≥ τw − M 1 − σw,r , ∀w ∈W, r ∈ R, (14)


w∈W

εw,r ≤Q
2
r , ∀r ∈ R, (15)

φw,1 + φw,2 � 1, ∀w ∈W, (16)
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w∈Wi

φw,t ≤ 1, ∀t ∈ T, i ∈ I, (17)


w∈Wi

φw,1 + 
w∈Wi

φw,2 � 2, ∀i ∈ I2, (18)


w∈Wi

φw,1 + 
w∈Wi

φw,2 ≥ 1, ∀i ∈ I0 ∪ I1, (19)

ρw,r ≥ a
f

+ tw + Hφw,2 + M σw,r − 1 , ∀w ∈W, r ∈ R, (20)

ρw,r ≤ b
f

+ Hφw,2 − M σw,r − 1 , ∀w ∈W, r ∈ R, (21)

ρw,r ≤Mσw,r, ∀w ∈W, r ∈ R, (22)

ρw′ ,r ≥ ρw,r + tw′ + tw,w′ − M 1 − πw,w′ ,r , ∀w ∈W∪ e(r){ }, w′ ∈W∪ e′(r) , r ∈ R, (23)

μj,i, πw,w′,r
, σw,r ∈ 0, 1{ }, ∀w ∈W∪ e(r){ }, w′

∈
W∪ e′(r) , r ∈ R, i ∈ I, j ∈ J, t ∈ T, (24)

ρw,r, τw, εw,r ≥ 0, ∀w ∈W∪ e(r), e′(r) , r ∈ R. (25)

+e objective function of this model is to minimise the
total transportation distance, which is shown in constraint
(1). Constraints (2) determine the affiliation between the
clinic and the level 1 hospital, where a clinic must be af-
filiated to only one grade 1 hospital. Constraints (3) indicate
that a clinic can affiliate with a grade 1 hospital only when
the clinic is in the coverage area of the hospital. Constraints
(4) make sure that all tasks will be served by a vehicle.
Constraints (5) state that a vehicle can serve a task only when
the vehicle works on the date that the task is assigned.
Constraints (6) and (7) ensure the routes’ consecutiveness of
all vehicles, and constraints (8) prevent the shipping routes
of vehicles forming loops. Constraints (9) ensure that, for all
tasks of grade 1 hospitals, the total amount of waste to be
transported in the corresponding task equals the sum of the
wastes produced by itself and collected from the affiliated
clinics. Constraints (10) state that, for all tasks of grade 0 and
2 hospitals, the total amount of medical waste to be
transported in the corresponding task equals the amount of
waste produced by itself. Constraints (11) make sure that the
total amount of medical waste in each task cannot exceed the
maximum capacity of the corresponding hospital. Con-
straints (12), (13), and (14) denote the shipping amount of
task w by vehicle r. If task w is assigned to be shipped by
vehicle r, the shipping amount should be equal to the total
waste amount of the task. If the task w will not be shipped by
vehicle r, the shipping amount must be zero. Constraints
(15) imply that the total amount of medical waste trans-
ported by a vehicle should not exceed its maximum capacity.
Constraints (16) and (17) ensure that a task should be
assigned to only one date. Constraints (18) ensure that a
grade 2 and above hospital must have two transportation
tasks within a transport cycle. Constraints (19) ensure that
level 0 and level 1 hospitals have one transportation task

within a transport cycle. Constraints (20) and (21) set the
working time limit on vehicles. Constraints (22) denote that
the start time of the task w served by vehicle r can exist only
if the task w is assigned to be served by vehicle r. Constraints
(23) indicate the relationship of start time for adjacent tasks.
Constraints (24) and (25) define all decision variables.

5. Solution Method

5.1. PSO Solution Method. For small-scale instances, the
proposed model can be solved directly by CPLEX and some
other commercial solvers. However, the commercial solver
cannot solve large-scale problem instances within a rea-
sonable time. +erefore, we design a PSO solution approach
to solve the problem. PSO is widely used for solving con-
tinuous nonlinear optimisation problems because of its
simple concept, easy implementation, and quick conver-
gence [17]. +e PSO algorithm is successfully applied by
numerous researchers to solve VRP [18, 19]. For the problem
in other logistics sections, PSO can also achieve outstanding
performance [20].

For the PSO method, we employ dimensional reduction
for the particles to improve the solving efficiency. +e first
group of particles is defined by variables μj,i with the no-
tation μn

mj. For a particle m in iteration n, μn
mj denotes the

hospital i where the medical waste of the clinic j is collected.
Similarly, the second group of particles is defined by vari-
ables φw,t with the notation φn

mw. For a particle m iteration n,
φn

mw denotes the date t where the task w is served. Variables
πw,w′,r and σw,r can be redefined by βn

mr and πmrz, where β
n
mr

represents the number of tasks which is assigned to the
vehicle r and πmrz represents the task w served by vehicle r in
sequence z. To determine the sequence of tasks and connect
the two particles βn

mr and πmrz, we introduce the priority
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attribute χw. χw represents the priority of task w. +e value of
χw is randomly generated within an interval, which is used to
determine the sequence z in particle πmrz. A random se-
quence can be indicated from the set containing all χw; that
is, the task with smaller value of χw will be processed earlier.
For example, there are 3 tasks named w1, w2, and w3 waiting
to be served by the vehicle r, or we can express this by

βn
mr � 3. To determine the sequence of the three tasks,

χw1
� 53, χw2

� 72, and χw3
� 20 are randomly generated

within the interval [0, 100]. According to the value of χw, the
sequence of the vehicle serving those tasks is
w3⟶ w1⟶ w2; that is, πmr1 � w3, πmr2 � w1, and
πmr3 � w2. +e updating formulas of velocity and position
for both groups of particles are presented as follows:

μV
n+1
mj � μV

n
mj + c1r1 μpBestnmj − μn

mj  + c2r2 μgBestnj − μn
mj , (26)

μn+1
mj � μn

mj + μV
n+1
mj , (27)

φV
n+1
mw � φV

n
mw + c1r1 φpBestnmw − φn

mw(  + c2r2 φgBestnw − φn
mw( , (28)

φn+1
mw � φn

mw + φV
n+1
mw, (29)

βV
n+1
mr � βV

n
mr + c1r1 βpBestnmr − βn

mr(  + c2r2 βgBestnr − βn
mr( , (30)

βn+1
mr � βn

mr + βV
n+1
mr , (31)

χV
n+1
mw � χV

n
mw + c1r1 χpBestnmw − χn

mw(  + c2r2 χgBestnw − χn
mw( , (32)

χn+1
mw � χn

mw + χV
n+1
mw. (33)

In formulas 26 and 27, μVn+1
mj and μVn

mj represent the
current velocity and the previous velocity of particle μn

mj on
dimension m, respectively. For dimension m, μpBestnmj

denotes the best position of particle μn
mj on up to iteration n,

and μgBestnj denotes the best position of the whole swarm
until iteration n; μn+1

mj and μn
mj denote the current and

previous position of the particle. In formulas 28 and 29,
φVn+1

mw and φVn
mw represent the current velocity and the

previous velocity of particle φn
mw on dimension m, respec-

tively. For dimension m, φpBestnmw denotes the best position
of particle φn

mw on up to iteration n, and φgBestnw denotes the
best position of the whole swarm until iteration n; φn+1

mw and
φn

mw denote the current and previous position of the particle.
In formulas 30 and 31, βVn+1

mr and βVn
mr represent the current

velocity and the previous velocity of particle βn
mr on di-

mension m, respectively. For dimension m, βpBestnmr de-
notes the best position of particle βn

mr on up to iteration n,
and βgBestnr denotes the best position of the whole swarm
until iteration n; βn+1

mr and βn
mr denote the current and

previous position of the particle.
In formulas 32 and 33, χVn+1

mw and χVn
mw represent the

current velocity and the previous velocity of particle χn
mw on

dimension m, respectively. For dimension m, χpBestnmw

denotes the best position of particle φn
mw on up to iteration n,

and χgBestnw denotes the best position of the whole swarm
until iteration n; χn+1

mw and χn
mw denote the current and

previous position of the particle. For both groups of par-
ticles, c1 and c2 are acceleration weights; r1 and r2 are two
random numbers generated within the interval [0, 1].

5.2. Main Framework of the PSO Procedure. Based on the
above components, the PSO procedure for the proposed
problem is listed in Table 1.

6. Numerical Experiment

We conduct extensive numerical experiments to access the
solution efficiency of the proposed algorithm. All experi-
ments are performed on a computer with Intel Xeon E5-
2680 v4 CPU @2.40GHz and 256GB RAM. +e proposed
model and algorithm are implemented in C# (VS2019)
concert technology with the solver IBM ILOGCPLEX 12.5.1.

6.1. Generation of the Test Instances. In the computational
experiments, we test nine instances with different scales. +e
parameter settings for the instance groups (ISGs) are shown
in Table 2. +e planning horizon considered is two days.
Each task is served from 0 am to 10 am.+e service radius of
grade 1 hospital is 500 metres. Other input parameters for
the experiments are uniformly distributed in the ranges
given in Table 3.

For the PSO algorithm, the learning factors r1 and r2 are
randomly generated within the interval [0, 1]. Based on the
results of the test runs, the acceleration weights c1 and c2 are
both set to 0.638.

6.2. Performance of the Proposed Solution Method. To vali-
date the quality and efficiency of the proposed PSO algo-
rithm, we first conduct the experiments on small-scale
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instances by comparing the results using the CPLEX solver.
FromTable 4, we can observe that the PSO algorithm and the
CPLEX solver obtain the same objective results. However,
the optimal solutions calculated by CPLEX are achievable
within 2 hours only for ISG1 and ISG2, which means the
CPLEX can only solve some small-scale instances. +e PSO
algorithm performs more efficiently than CPLEX in terms of
computation time, where the average computing time for
PSO is only 15.61 seconds.

For the medium-scale instances in Table 5, we can
conclude that, for medium-scale instances, the solutions
obtained by PSO are at least as good as the feasible so-
lution obtained by CPLEX in 7200 seconds, while the
computation process of PSO algorithm is much faster
than CPLEX.

When facing large-scale instances in our experiments, a
set of assignment rules are conducted for comparison. +e
main procedure of the rules is listed as follows.

Table 1: PSO algorithm procedure.

Parameters: n,N, |I0|, |I1|, |I2|, |J|, |W|, |R1|, |R2|, |T|, c1, c2, r1, r2 //n represents the current iteration number, N represents the maximum
iteration number.
Objective: r∈R1 ∪R2

w∈W∪ e(r){ }w′∈W∪ e′(r)dw,w′πw,w′,r
1 Define μn

mj, φn
mw, β

n
mr, χn

mw, numt1
, numt2

, πmrz, μVn
mj, φVn

mw, βVn
mr, χVn

mw, μpBestnmj, φpBestnmw, βpBestnmr, χpBestnmw, μgBestnj , φgBestnw,
βgBestnr , χgBestnw, Fitness

n
m, PBestnm, GBestn

2 For m ∈ M //M is the set of particles
3 For j ∈ J
4 Set μn

mj to a random number i ∈ I1, pj,i � 1
5 End for
6 For w ∈W
7 Set φn

mw to a random number of intervals [0, T]

8 End for
9 Calculate the total number of tasks numt1

and numt2
in different date

10 For r ∈ R
11 Set βn

mr to a random number of intervals [0, numt1
] or [0, numt2

]

End for
12 For r ∈ R, z ∈ βnmr
13 Set πmrz to a random number of intervals [0, W]

14 End for
15 For w ∈W
16 Set χn

mw to a random number of intervals [0, 100]

17 End for
18 Reorder πmrz based on χn

mw

19 If ρw,r ∈ [af, bf], τw ≤Q1
i , εw,r ≤Q2

r , then calculate the fitness value; otherwise calculate the fitness value with penalty cost
20 Update PBestnm, GBestn
21 End for
22 While (n<N) do
23 For m ∈ M
24 Update the velocity and position of μn

mj, φ
n
mw, β

n
mr, χ

n
mw

25 Make μn
mj, φn

mw, β
n
mr, χn

mw feasible, and reorder πmrz based on χn
mw

26 Update PBestnm, GBestn
27 End for
28 n � n + 1
29 End while
30 Return GBestn

Table 2: Scale of instance groups in experiments.

Group ID No. of other medical
facilities (|I0|)

No. of grade 1
hospitals (|I1|)

No. of grade 2
hospitals (|I2|)

No. of tasks (|W|)
No. of

clinics (|J|)

No. of
vehicles (|Rt|)

ISG1 2 3 2 9 8 3
ISG2 4 3 2 11 12 4
ISG3 4 5 3 15 12 4
ISG4 6 8 5 24 22 5
ISG5 12 12 7 38 24 6
ISG6 18 14 9 50 26 6
ISG7 20 20 15 70 30 8
ISG8 24 22 17 80 35 8
ISG9 26 24 20 90 40 8
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Step 1. +e medical waste of the clinic is collected by the
nearest grade 1 hospital without exceeding its capacity. If the
waste collected by a hospital has reached the capacity, then
find the second nearest hospital for collecting the clinic’s
waste.

Step 2. +e total tasks for each vehicle are proportionally
distributed based on its load capacity and time windows.

Step 3. Based on the “Nearest Service” principle, each ve-
hicle serves the closest tasks.

Table 6 illustrates the comparisons between the proposed
solution methods and the rules. As can be seen, the PSO
algorithm can obtain a good solution in solving the large-
scale problem instances, with the average computing time of
1120.28 seconds. More importantly, it is seen that the PSO
algorithm outperforms the rules for all instances from ISG7

to ISG9 in terms of solution quality. +e average gap be-
tween the two solutions is −5.98%; that is, the PSO algorithm
can achieve further optimisation of the solution of rules in
solving large-scale problems.

6.3. Sensitivity Analysis. +e type of vehicle (e.g., capacity)
has a significant influence on the optimisation of the
transportation network. +erefore, we conduct a sensitivity
analysis on the capacity of the vehicle to assess its effect on
the objective value. Case 1, Case 2, Case 3, and Case 4 employ
single type of vehicles of 500 kg, 1000 kg, 1500 kg, and
2000 kg, respectively, which are the four types of special
transport vehicles for medical waste in practice. Case 5
represents a multivehicle fleet, which applies all types of
vehicles employed. +e proportions of each type of vehicles
employed in Case 5 for different scales of instances are 1 :1:1 :
1, 1 :1:2 : 1, 1 : 3:3 :1, respectively. ISG2, ISG4, and ISG7 are
employed to represent the small-scale, medium-scale, and
large-scale problem instances, respectively.

Figure 3 indicates that the objective value is sensitive to
the capacity of the vehicle, especially for large-scale in-
stances. In particular, the total distance shows a downward
trend as the increasing capacity of single vehicle (e.g., Case
1–Case 4). +ere is a remarkable drop in Case 2, which
means it is economical to allocate the type of 1000 kg vehicle
for the third-party recycling company. It is worthwhile to
mention that the performance of Case 5 reaches the better
solution among all scale problems. Multiple vehicles can
greatly improve the transportation efficiency, and the op-
erator may allocate various types of vehicles to serve dif-
ferent scale tasks.

Table 3: Parameters setting for the experiments.

Parameter Value
dw,w′ [1–3] km
q2j [3–6] kg
tw∈W0

[0.05–0.10] h
tw∈W1

[0.10–0.17] h
tw∈W2

[0.17–0.27] h
Q1

i 5000 kg
Q2

r 1500 kg
q1w∈W0

[20–40] kg
q1w∈W1

[50–100] kg
q1w∈W2

[100–200] kg

Table 4: Comparison between CPLEX solver and PSO algorithm
on small-scale instances.

Instance CPLEX PSO
Group ID FCPLEX tCPLEX FPSO tPSO Gap1

ISG1

1 11 1.77 11 8.10 0.00%
2 11 1.49 11 8.22 0.00%
3 11 0.80 11 7.83 0.00%
4 11 1.58 11 8.31 0.00%
5 12 1.97 12 7.60 0.00%

ISG2

1 13 5.17 13 15.2 0.00%
2 13 242.43 13 14.45 0.00%
3 13 132.15 13 14.32 0.00%
4 13 354.97 13 14.30 0.00%
5 13 348.38 13 13.19 0.00%

ISG3

1 — >7200 17 20.83 —
2 — >7200 17 21.38 —
3 — >7200 17 22.41 —
4 — >7200 17 20.79 —
5 — >7200 17 37.29 —

Average — — — — 15.61 —
Notes: (1) FCPLEX represents the optimal solution obtained by CPLEX. FPSO
denotes the global best solution obtained by PSO algorithm. (2) tCPLEX and
tPSO are the computation time of CPLEX and PSO algorithm in seconds,
respectively. (3) Gap1 � ((FPSO − FCPLEX)/FCPLEX).

Table 5: Comparison between CPLEX solver and PSO algorithm
on medium-scale instances.

Instance CPLEX PSO
Group ID FCPLEX tCPLEX FPSO tPSO Gap1

ISG4

1 29 >7200 28 51.62 −3.45%
2 29 >7200 29 51.64 0.00%
3 28 >7200 27 56.50 −3.57%
4 27 >7200 27 52.08 0.00%
5 29 >7200 28 51.93 −3.45%

ISG5

1 45 >7200 44 132.59 −2.22%
2 48 >7200 47 129.94 −2.08%
3 49 >7200 49 130.73 0.00%
4 48 >7200 46 132.41 −4.17%
5 51 >7200 49 130.98 −3.92%

ISG6

1 62 >7200 60 212.95 −3.23%
2 69 >7200 68 213.59 −1.45%
3 68 >7200 65 211.06 −4.41%
4 66 >7200 66 213.97 0.00%
5 64 >7200 62 215.46 −3.13%

Average — — — — 132.50 −2.34%
Notes: (1) FCPLEX represents the feasible solution obtained by CPLEX in
7200 seconds. FPSO denotes the global best solution obtained by PSO al-
gorithm. (2) tCPLEX and tPSO are the computation time of CPLEX and PSO
algorithm in seconds, respectively. (3) Gap1 � ((FPSO − FCPLEX)/FCPLEX).
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7. Conclusion

+is paper studies an integrated optimisation problem of
urban medical waste recycling network considering differ-
entiated collection strategies with time windows. In addi-
tion, since the medical waste recycling operates according to
a two-day pattern, the periodicity of the plan is also em-
bedded in the model. To tackle the optimisation, a compact

mixed-integer linear programming model is proposed,
which aims to minimise the total distance of the recycling
network. +en we develop a PSO solution approach to solve
the problem. Based on some realistic instances, extensive
numerical experiments are conducted and some managerial
implications can be recommended for the third-party
recycling company. +e major contributions of this study
are summarised in the following aspects:

Table 6: Comparison between the rules and the PSO algorithm on large-scale instances.

Instance Rules PSO
Group ID FRules FPSO tPSO Gap2

ISG7

1 100 95 899.48 −5.00%
2 99 91 864.21 −8.08%
3 96 89 872.12 −7.29%
4 96 88 864.62 −8.33%
5 98 93 858.85 −5.10%

ISG8

1 102 100 1107.1 −1.96%
2 108 102 1111.35 −5.56%
3 106 98 1104.23 −7.55%
4 105 98 1143.90 −6.67%
5 105 101 1116.67 −3.81%

ISG9

1 125 117 1361.83 −6.40%
2 119 114 1372.91 −4.20%
3 123 118 1382.82 −4.07%
4 131 120 1370.40 −8.40%
5 124 115 1373.64 −7.26%

Average — — — 1120.28 −5.98%
Notes: (1) FRules represents the feasible solution obtained by rules. FPSO denotes the global best solution obtained by PSO algorithm. (2) tPSO is the
computation time of PSO algorithm in seconds. (3) Gap2 � ((FPSO − FRules)/FRules).
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Figure 3: Sensitivity analysis about types of vehicles.
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(1) +is paper extends the traditional medical waste
recycling network problem, which takes the peri-
odicity of medical waste collection and differentiated
medical waste collection strategies for medical fa-
cilities of various grades into account. Moreover, the
affiliated relationships between clinics and grade 1
hospitals are integrated into the whole model.

(2) For solving the proposed integrated problem, this
study develops a PSO solution approach, which is
validated for both small-scale and large-scale in-
stances. +e PSO algorithm can obtain a good so-
lution in solving large-scale problem instances
within a reasonable time, which means the algorithm
can provide a decision support tool for the operator.

(3) Based on extensive numerical experiments and
sensitivity analysis, we can see that multiple vehicles
can greatly improve the transportation efficiency in
the recycling network. +e third-party recycling
company’s operator may allocate various types of
vehicles to serve different scale tasks.

However, there are some limitations for this study. First,
the benefit of multivehicle fleet is proved by the sensitivity
analysis. Multivehicle transportation can be further explored
by investigating the optimal proportion of different vehicle
types in a fleet. Second, although the proposed PSO algo-
rithm can obtain solutions of high quality in reasonable
time, the computation of large-scale instances still takes a
longer time than expected. To improve the computation
efficiency in large-scale instances, some acceleration strat-
egies could be addressed to the algorithm. We will focus on
these limitations which form the research directions for
future studies.
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