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Physical competition is becoming the new focus of volleyball in an increasingly perfect technical and tactical system. Unfor-
tunately, poor physical fitness is a recognized weakness of volleyball players and a critical factor that has restricted the rapid
development of volleyball for a long time. (is paper proposes a grey Markov model-based approach to improve the evaluation
ability of physical training. It aims to construct an empirical analysis model by combining statistical results and analyzing the
evaluation parameters for physical training effects.(e sports parameter analysis method is adopted to establish an optimal model
of these parameters. Finally, a distribution model of moments of inertia combined with fuzzy information fusion’s feature
extractionmethod is proposed for the distributed reconstruction of physical training.(e optimization of training effects based on
parameter optimization and construction of a grey Markov model enhances the physical training of volleyball players.

1. Introduction

Due to the socialization and commercialization of com-
petitive sports, more and more countries have begun to
invest a lot of manpower and material resources to develop
their competitive sports, resulting in increasingly fierce
competition in the world sports arena. At present, action
technology has reached a relatively mature level. In various
competitions, the tactical system composed of multiple
action techniques has also been flourished. (e publication
of different teaching materials and monographs, the current
timely reports of various media, and the dissemination of
information on the Internet and their respective skills and
tactics are not a secret. (erefore, physical fitness has be-
come a particularly prominent factor in winning in sports
competitions and achieving excellent sports performance. It
can be seen from the competitions of various sports that the
situation of relying solely on technical and tactical advan-
tages to win the game is no longer comparable to the past
[1–4]. Athletes or teams with superior skills and tactics
cannot win the final competition, often due to physical
fitness, the shortcomings, especially when the level is ex-
ceptionally high. Although volleyball belongs to the skill-led

competition of the net, it is also facing this situation. With
more and more countries paying attention to volleyball, the
current volleyball game has broken the original monopoly,
showing a more intense situation of solid competition. With
the rapid development of the world volleyball technical level
and the continuous modification and improvement of
competition rules, modern volleyball technology develops
towards higher serve points, diversified cushioning, passing
speed, spiking power, and blocking cavitation. Especially, in
recent years, its development momentum has become even
fiercer [5–8]. (is development trend of modern volleyball
technology has increasingly made physical fitness a critical
factor in winning.

For a volleyball team to achieve excellent sports per-
formance, it must achieve a highly coordinated development
of physical fitness, intelligence, tactics, technology, and
psychology, as shown in Figure 1. Among the five com-
petitive ability elements, physical fitness is the foundation as
good physical fitness will provide the premise and possibility
for the full use of skills and tactics [9–14]. Physical fitness is
closely related to the application effects of skills and tactics.
Today, with the increasingly complete technical and tactical
system, physical fitness competition is becoming the new
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focus of volleyball competitions. Modern volleyball is de-
veloping in the direction of fast-paced and intense con-
frontation, and this fast-paced and strong confrontation
requires good physical fitness as a guarantee. (erefore,
strengthening the special physical training and improving
the athletes’ special strength level, jumping ability, and fast
movement ability will positively affect the application of
skills and tactics in the competition.

With the continuous development of intelligent sports
training technology, intelligent digital analysis and quan-
titative analysis methods are used to evaluate athletes’
physical training effects. (is approach is combined with
parameter optimization and big data analysis techniques to
build a big data analysis model for assessing athletes’
physical training effects [15–19]. Furthermore, the pro-
posed approach is combined with information fusion to
improve the accuracy of evaluation and study various
models of athletes’ physical training effects, which is of
great significance in promoting the optimization of their
training [20–25]. We combine the grey theory and Markov
theory to formulate a grey Markov physical training effect
prediction and evaluation model for volleyball players. (is
combination can reveal the general trend of physical
training of these players. Our model has the ability to reflect
the development trend of the data sequence and can also
reduce the range of prediction interval via the transfor-
mation of state transition probability matrix. Hence, the
prediction is more adaptable and the accuracy is much
higher.

(e rest of this paper is organized as follows. In Section
2, the related work is presented. In Section 3, the proposed
prediction and evaluation model of physical training effect is
discussed. In Section 4, the model is tested and discussion of
experimental results is provided. Finally, the paper is con-
cluded and future research directions are provided in Sec-
tion 5.

2. Related Work

(e evaluation standard is the scale that measures the
evaluation objects to meet the requirements of any evalu-
ation index. (erefore, the establishment of scientific and

reasonable evaluation standards is of great significance for
improving the quality of evaluation. At present, the relevant
data related to the volleyball physical fitness evaluation
model and standard are summarized as follows. Fu and
Cheng [26] put forward the concept of volleyball index,
which is used to measure the relationship between the height
of volleyball players, the height of the jump, and the height of
net in the training competition. Wang [27] conducted an
efficient comprehensive multi-index evaluation of the
physical fitness of Chinese juvenile volleyball players. Using
the percentile system and the average± 4 times the standard
deviation, they formulated 13 individual scoring standards
for physical fitness, and two comprehensive evaluation re-
gression equations are established using the stepwise re-
gression method. Chen [28] established a mathematical
model that distinguishes the physical fitness of volleyball
players. (e 100-meter run that affects the physical fitness is
followed by five-level leapfrogging, approach run, 800-meter
run, sloping abdomen, and 6-meter run. Yang [29] reprinted
the American Men’s Volleyball players’ Physical Fitness Test
Evaluation Form, which included a total of 16 evaluation
indicators such as height, single finger height, vertical jump,
and block jump, using a 30-point system. Zhang et al. [30]
used the progressive scoring method to determine the six
physical fitness features of volleyball players, i.e., walk-up
touch, 100-meter run, five-level leapfrogging, sloping ab-
domen, weight-bearing back muscles, and 6-meter move-
ment. It also uses the deviation method to establish the
individual and comprehensive physical fitness evaluation
standards of athletes (excellent, good, medium, passing, and
poor five-level evaluation form). Feng and Mei [31] estab-
lished the physical fitness evaluation model of different
groups of athletes based on special physical fitness of juvenile
volleyball players. Yang et al. [32] and Tang et al. [33]
established the 100-meter run, 60-meter run, 800-meter run,
1500-meter run, 36-meter movement, the approach height,
and the supine abdomen, among others. (e physical fitness
test evaluation standard conducted by the Chinese Volley-
ball League also adopts the 100-point system.

In training, coaches and scientific research assistants
must pay attention to obtain various feedback information
about athletes training, so as to better control the whole
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Figure 1: Volleyball and physical fitness assessment.
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training process and make training more systematic.
Obtaining training information is accomplished through
monitoring measures, and then, the acquired information is
processed to obtain valuable reference materials to guide
future training practices. (is processing is essentially the
standard procedure for diagnosis. Due to the long-term
nature of the physical training process and the complexity of
influencing factors, coaches and scientific researchers are
required to continuously monitor and evaluate the athlete’s
training status and make timely adjustments to the training
content and methods. With the rapid development of
modern science and technology, the methods of training and
monitoring have become more advanced and the effects
have become more and more obvious. As a result, many
countries have established “comprehensive monitoring
systems for advanced athletes” for some key projects, so as to
achieve effective control on the basis of systematic proce-
dures and have achieved good results. For example, Italy, the
Netherlands, Germany, and other European countries use
advanced computer technology to quantitatively monitor
the physical training process, especially the quantitative
evaluation and control of training load, which makes the
regulation of the physical training process more scientific. To
date, the data on monitoring and diagnostic evaluation of
physical training for volleyball has not yet been seen, but
there have been beneficial attempts in physical training for
other sports in China. Jiang and Chen [34] developed a
monitoring and analysis system for an efficient athlete’
physical fitness and skills, which has four main functions:
data entry and performance conversion, vertical and hori-
zontal analysis, result output, and decision-making plans. In
this article, the author puts forward three suggestions for
further improvement of the system in the future: increase
horizontal comparative analysis, increase intelligent func-
tions, and increase comprehensive evaluation functions.

3. Prediction and Evaluation Model of Physical
Training Effect

We utilize grey Markov theory to construct a prediction and
evaluation model of physical training effect for volleyball
players. (e architecture is illustrated in Figure 2.

(is section is organized as follows. In Section 3.1, the
theoretical basis for predicting and evaluating the physical
training is discussed. In Section 3.2, the information sam-
pling and feature analysis of training effect is discussed.
Finally, in Section 3.3, prediction and the construction of
evaluation model is discussed.

3.1."eoretical Basis. Both grey theory and Markov theory
can be used for the prediction and evaluation of time-
series problems. (e advantage of grey theory lies in
short-term forecasting, but its disadvantage is the poor
fitting of long-term forecasts and large volatility data
series. (e advantage of Markov theory lies in long-term
prediction of data series with large random volatility,
which can just make up for the limitations of grey theory.
However, the prediction of Markov theory is required not

only to have the characteristics of Markov chain but also
to have the characteristics of the mean value of the stable
process. Most of the physical training activities are
nonstationary random processes that show a certain trend
of change over time. (e mechanism of Markov chain is
shown in Figure 3.

By combining the grey theory and Markov theory, we
can formulate a grey Markov physical training effect pre-
diction and evaluation model that can reveal the general
trend of physical training and development. (e newly built
model not only reflects the development trend of the data
sequence but also reduces the range of prediction interval via
the transformation of state transition probability matrix.
(erefore, the prediction is more adaptable and the pre-
diction accuracy is higher.

3.2. Information Sampling and Feature Analysis of Physical
TrainingEffect. In order to realize the optimization design of
the athlete’s physical training effect evaluation model based
on theMarkovmodel, the big data feature analysis method is
used to carry out the adaptive optimization of the their
training effects. In doing so, the adaptive fusion parameter
analysis model for the evaluation of the athlete’s physical
training effect is established.(emethod of data analysis and
feature scheduling is used to sample the big data information
of the athlete’s training effect and evaluation, combined with
the statistical information mining method to evaluate the
effect of their physical training [35]. It can be formulated as
follows:

X
(0)

� ∪
N

i�1
x

(i)
. (1)

(e similarity feature’s analysis method is used to carry
out statistical analysis and optimization evaluation of the
athletes’ physical training effect and evaluation.(emultiple
regression test analysis method is adopted to establish the
fuzzy constraint parameter analysis model of their training
effects. (e fuzzy statistical analysis and quantitative game
method are used to carry out the athletes’ physical training.
(e adaptive learning of the evaluation, the establishment of
a quantitative analysis model for the evaluation of athlete’s
physical training, and the statistical function for the eval-
uation of the athlete’s physical training effect is calculated as
follows:

minF � R
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+ ξi.

(2)

(is equation aims to combine the autocorrelation
feature matching method for the fusion processing of ath-
letes’ physical training and improve the adaptability of
evaluating their training effects.

Next, the statistical analysis of mechanical parameters
and the method of big data sampling are combined, and big
data fusion processing of these parameters is carried out.(e
descriptive statistical sequence of the athlete’s physical
training effect is depicted and formulated as follows:

Scientific Programming 3



xi � x t0 + i∇t( 􏼁, i � 0, 1, . . . , N − 1. (3)

(e quantified set of optimized feature parameters for
athletes’ physical training is

X � s1, s2, . . . , sk􏼂 􏼃n. (4)

Next, an evaluation model of athlete’s physical training
effect based on the joint analysis of physical endurance and
explosive power characteristics is designed and combined
with statistical data and big data sampling methods to an-
alyze the evaluation parameters of athletes’ physical training
and a fuzzy parameter fusion model for the evaluation is
established. (e expression of the statistical analysis model
for constructing the evaluation of the physical fitness
training effect of big athletes is

dz(t)

dt
� F(t). (5)

We use mechanics sensors to collect explosive physical
data of athletes’ physical training by designing a parameter
distribution model and performing associated scheduling
and ambiguity feature analysis. A distribution model of
inertial moments of athletes’ physical training explosives is
designed and combined with fuzzy information fusion
feature extraction to perform distributed reconstruction of
the mechanical characteristics of athletes’ physical training.
(e distribution of mechanical characteristics of athletes’
physical training is as follows:

λ �
1

1 + α(zs/zt)
2

􏼐 􏼑
. (6)

3.3. Physical Training Effect Prediction and Evaluation Model
Construction. To understand the future grey prediction
through processing of original data sequence and the es-
tablishment, learning, discovery, and mastering of the grey
model, we make a scientific and quantitative prediction of
the future state of the system. It is mainly used to fit and
predict the eigenvalues of a dominant factor in a complex
system, to reveal the changing law and the future devel-
opment trend.

For data sequence test before grey model prediction, it is
necessary to perform a grade comparison test on the original
data sequence. (e grade ratio test is formulated using

α(k) �
x

(0)
(k − 1)

x
(0)

(k)
, k≥ 2. (7)

If α(k) ∈ (e− (2/(n+1)), e2/(n+1)), it is considered that the
data sequence can be used to model and predict grey. In case
of athletes, if any athlete does not meet this condition, then
certain processing needs to be performed on the original
data sequence to meet the conditions of grade ratio test. For
this purpose, the data transformation is usually used. (ere
are translation exchange methods, logarithmic transfor-
mation method, and square root transformation method, as
well for this purpose. Next, we accumulate the original time
data series as follows:
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(e first-order univariate differential equation is used to
fit and model the generated data sequence, and the grey
prediction model is obtained as follows:

dx
(1)

dt
as + ax

(1)
� b, (10)

where a is the development parameter and b is the grey
effect.

Please note that the parameter column a � (a, b)T is
determined using the least square method:
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Next, we find the solution of the whitening equation, that
is, the time response sequence using

Data collection Model building Prediction and evaluation Start End

Figure 2: (e overall architecture of our prediction and evaluation model.
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Figure 3: (e mechanism of Markov chain.
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To restore the value data sequence by accumulative
subtraction generation method, we use

x
(0)

� x
(0)

(1), x
(0)

(2), . . . , x
(0)

(n)􏼐 􏼑. (13)

(e Markov process is based on the state of each data in
the existing data sequence and the state transition law
constructed by the data sequence, predicting that a certain
data system may appear in a certain state within a period of
time in the future. To provide theoretical support for related
decision management, the basic model of the Markov
forecasting method is used as shown in

x(k + 1) � x(k) × P. (14)

(e change process of physical fitness is an unstable
random process that randomly presents an upward or
downward trend. (e physical fitness data sequence con-
forms to the n-order Markov nonstationary random se-
quence. Take 􏽢Y(k) � 􏽢x(0)(k + 1) as the baseline; according
to the actual prediction of the physical fitness value, the
physical fitness prediction sequence can be divided into
several interval values, i.e., several states, as shown in
equations (15)–(18):

Q1i � Q1i, Q2i􏼂 􏼃, (15)

Q1i � 􏽢Y(k) + Ai, (16)

Q2i � 􏽢Y(k) + Bi. (17)

(e number of original data samples from state Qi to
state Qj after n-step transition is denoted as M

(n)
ij , where Mi

is the frequency of state Qi; then, the probability that a state
reaches state Qj after n-step transition is

P
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(e state transition probability matrix is obtained using
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(rough the obtained one-step state transition proba-
bility matrix, the current initial state distribution can be
determined, and the state or development trend that may
appear in the future can be predicted. (e state transition
probability matrix reflects the transition law between various
states in the system. Moreover, it can determine the turn of
the future state.

When the future direction of the system is determined,
the change range of its grey function is determined as
[Q1i, Q2i]. Since Q1i and Q2i are the lower critical value and
upper critical value of a certain state area, respectively, the

interval average value is taken as the predicted value in the
future. (e calculation formula is

Y′(k) � 0.5 Q1i + Q2i( 􏼁. (20)

According to equations (16) and (17), equation (20) can
be transformed as follows:

Y′(k) � 􏽢Y(k) + 0.5 Ai + Bi( 􏼁. (21)

To further improve the accuracy of the model, in future
predictive modeling, this article first uses the metabolic
method in the grey theory model to process the original data
and then performs grey Markovmodeling and prediction. In
the modeling process, the data sequence is divided into
many states, and the middle value of the grey element in-
terval is taken as the final prediction value to achieve higher
prediction accuracy. If the state of the division is small, a
relatively conservative prediction principle can be used, and
the grey element interval can be adopted. (e lower value of
the critical value is used as the predicted value.

4. Model Testing and Discussion

It is impossible for any prediction model to be 100% ac-
curate. Hence, whether the prediction of the grey Markov
model is reliable requires a quantitative test for accuracy.
(is article not only uses residual test and posterior test but
also uses the grey system theory analysis method, and model
testing, testing the relevance of the original data series and
the predicted data series. (e classification of accuracy
testing is detailed in Table 1:

To verify the performance of the proposed method for
the realization of athletes’ physical training effects, simu-
lation test analysis was carried out. SPSS 14.0 statistical
analysis software was used to analyze the constraint pa-
rameters of athletes’ physical training effects and statistical
analysis, and mechanical sensors were used to evaluate the
effects of athletes’ physical training. (e statistical analysis
results of physical information collection and physical
training effect are shown in Table 2.

According to the data of Table 2, the development pa-
rameters and the grey effect are obtained, and then, they are
substituted into the definition of grey prediction. A model is
obtained for predicting values and residuals of the first five
volleyball athletes’ physical training performance, as shown
in Table 3.

It can be seen from the experimental results that the
prediction error is small and within an acceptable range,
which shows the validity of the model. Since the fifth pre-
diction is not the optimal state, the actual value is used as the
initial state, and the seventh physical fitness prediction and
correction is carried out. It is found out that the sixth
prediction effect is better. (e comparison result with GM is
shown in Table 4. In this table, “AV” is the actual value, “PV”
is the predictive value, “RR” is the relative residual, and “RV”
is the revised value.

It can be seen from Table 4 that the accuracy of the GM
(1, 1) model is significantly improved after the grey-scale
Markov chain is corrected, and the relative error is reduced.
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(e grey prediction model alone has a higher relative error.
It can be seen that the accuracy of the grey Markov pre-
diction model is obviously higher than that of the grey
prediction model GM (1, 1) alone.

According to the descriptive statistical analysis results of
the evaluation of athlete’s physical training effect in Table 2,
the evaluation of the physical training effect is carried out,
and the collected results of the mechanical parameters of the
athlete’s physical training is obtained. Using the results of
collected mechanical parameters of athlete’s physical
training in Table 2, we can evaluate the effect of athlete’s
physical training. (e optimized output of the evaluation is
shown in Figure 4.

Analyzing Figure 4, we know that the method in this
paper has high accuracy in evaluating athletes’ physical
training effects, better feature tracking performance, and
confidence in test evaluation. Compared with some similar
methods [36] and [37], the comparison result is shown in
Figure 5.

It can be seen that the model we proposed has strong
competitiveness in terms of physical fitness prediction and
assessment.

Table 2: Statistical analysis for evaluating physical fitness training effect.

Variable Mean Standard value Minimum Statistical average
Exercise time 0.265 0.675 0.136 5.701
Physical fitness 0.363 0.534 0.355 2.455
Daily exercise 0.549 0.422 0.451 2.565
Training intensity 0.450 0.470 0.373 4.536
Correlation coefficient 0.437 0.538 0.429 3.612

Table 3: Comparison of actual and predicted values of first five
physical training.

Order Actual
value

Predictive
value Residual Relative residual

(%)
1 25.7 25.7 0 0
2 24.9 24.6 0.2 0.803
3 25.7 25.9 − 0.2 − 0.778
4 23.6 23.3 0.3 1.271
5 23.9 23.2 0.7 2.929

Table 4: (e sixth training performance prediction value and
correction value.

Order AV
GM (1, 1) Grey Markov model

PV R RR (%) RV R RR (%)
7 24.8 24.1 0.7 2.823 24.5 0.3 1.210

Table 1: Accuracy inspection: grade reference table.

Accuracy level Residuals Relative residuals
Excellent 0.35 0.01
Good 0.50 0.05
Qualified 0.65 0.10
Unqualified 0.80 0.20
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Figure 4: Athlete’s physical training effect evaluation output.
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5. Conclusions

In this paper, the grey Markov model is used to predict and
evaluate the physical fitness changes of volleyball players.
Initially, the players’ training performance in each state is
evaluated using theMarkovmodel.(e statistical results and
evaluation parameters are combined to form an empirical
model for training. (e calculation of the model is relatively
simple and the accuracy is much higher. (e grey prediction
model is mainly suitable for system objects with short
prediction time and little fluctuation. Due to its own
shortcomings, the proposed work can only be applied to
systems where the original data sequence changes expo-
nentially. (e Markov model is suitable for predicting dy-
namic processes with large random fluctuations. At this
point, it canmake up for the shortcomings of grey prediction
model to achieve complementary functions, highlight ad-
vantages, and improve the prediction accuracy. In the future,
I aim to work on different models (other than Markov) for
the prediction and evaluation of physical training of vol-
leyball players to see the effects and efficiency.
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