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Prediction and Value of Ultrasound Image in Diagnosis of Fetal Central Nervous System Malformation under Deep Learning Algorithm
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This study was to explore the application of deep learning neural network (DLNN) algorithms to identify and optimize the ultrasound image so as to analyze the effect and value in diagnosis of fetal central nervous system malformation (CNSM). 63 pregnant women who were gated in the hospital were suspected of being fetal CNSM and were selected as the research objects. The ultrasound images were reserved in duplicate, and one group was defined as the control group without any processing, and images in the experimental group were processed with the convolutional neural network (CNN) algorithm to identify and optimize. The ultrasound examination results and the pathological test results before, during, and after the pregnancy were observed and compared. The results showed that the test results in the experimental group were closer to the postpartum ultrasound and the results of the pathological result, but the results in both groups showed no statistical difference in contrast to the postpartum results in terms of similarity \((P > 0.05)\). In the same pregnancy stage, the ultrasound examination results of the experimental group were higher than those in the control group, and the contrast was statistically significant \((P < 0.05)\); in the different pregnancy stages, the ultrasound examination results in the second trimester were more close to the postpartum examination results, showing statistically obvious difference \((P < 0.05)\). In conclusion, ultrasonic image based on deep learning was higher in CNSM inspection; and ultrasonic technology had to be improved for the examination in different pregnancy stages, and the accuracy of the examination results is improved. However, the amount of data in this study was too small, so the representative was not high enough, which would be improved.

1. Introduction

With the rapid development of society, the economic level is getting better and better, the national fertility policy is also relaxed, and the fertility rate of the second child also increases. However, neonatal mortality and disability are also increasing, which are caused by many reasons, among which the central nervous system malformation (CNSM) is one of the important reasons. CNSM is one of the most common types of fetal malformations in the mother [1]. In addition, the number of elderly pregnant women increases with the opening of the two-child policy, leading to a higher and higher incidence of CNSM. At present, prenatal ultrasound examination is the most important and widely accepted method for prenatal screening of fetal CNSM [2]. It is a noninvasive examination with simple operation process, so it is a convenient and effective examination method for pregnant women. It can directly display the fetal skull structure and can conduct a better identification examination for the fetus with CNSM [3]. The best time for examination is the second trimester, which is recognized and proposed by the International Society of Ultrasound in Obstetrics and Gynaecology [4]. However, as the structure of the fetal nervous system is too complex and CNSM is a common type of fetal malformations, its causes are various, and the types of malformations are also diverse. Thus, the ultrasound reflection is different, leading to a large difference in ultrasound examination in the middle of pregnancy, which is very unfavorable for the early time of the fetus [4]. Therefore, how to realize an accurate and effective diagnosis
of the CNSM of the fetus earlier becomes the focus of the current research study [5].

With the progress of science and technology, the deep learning in the category of artificial intelligence has been greatly developed and extensively used. In the medical field, imaging technology is used to process medical images and achieves good results. At this stage, the neural network algorithm of deep learning is one of the most practical learning algorithms [6]. The depth learning method has been widely used in medical image identification, detection, and segmentation.

In this study, the DLNN algorithm was adopted to process the ultrasound images of the fetus with CNSM and to analyze its value in diagnosis of fetal CNSM. 63 pregnant women of suspected fetal CNSM were selected as the research subjects. It was expected to provide a theoretical basis for the treatment of CNSM.

2. Materials and Methods

2.1. Research Objects. 63 pregnant women who were admitted to Suizhou Central Hospital from January 2018 to February 2020 were selected as the research subjects. They had clinical symptoms but were not diagnosed with CNSM. The pregnant women were 25–39 years old, with an average age of 28.3 ± 4.9. There were 43 primiparas and 20 multiparas; the pregnancy cycle was 17 to 32 weeks, with the average cycle of 24.1 ± 3.1 weeks; and all pregnant women were single tires. The included criteria were defined as follows: the pregnant women who were aged over 18 years old and less than 40 years old; pregnant women who were pregnant for single tires; pregnant women with ultrasound inspection within 17 weeks to 32 weeks; pregnant women who were able to communicate smoothly and without mental illness; and pregnant women who signed the informed consents. The excluded criteria were defined as follows: pregnant women who suffered from the central nervous system; pregnant woman who failed to participate the complete research process; pregnant women with serious malfunction in heart, liver, kidney, and other organs; and pregnant women who suffered from large bleeding in the vagina and acute fetal endo. This study was approved by the ethics committee of the hospital, and all the subjects who were included into the study signed the informed consent form.

2.2. Examinations and Grouping. All pregnant women were tested using the voluson-e8 ultrasonic detector under the guidance of the same professional doctors. The continuous scanning was performed under the guidance of the Prenatal Ultrasound and Ultrasound Inspection Guide, and the specific scanning site is shown in Table 1. The ultrasound images were reserved in duplicate, and one group was defined as the control group without any processing, and images in the experimental group were processed with the CNN algorithm to identify and optimize. The results of ultrasound examination and other clinical inspections were informed to the pregnant women, who had to decide whether to continue the pregnancy or immediately terminate the pregnancy. For pregnant women who continued to pregnancy, the fetus had to be repeatedly examined after childbirth; for pregnant women who terminated the pregnancy, the CNSM would be diagnosed based on the pathological results of the fetus. The diagnosis value and effect of ultrasound image based on the depth learning algorithm were analyzed by comparing the ultrasound examination results before and after the birth with the pathological test results.

2.3. Establishment of Ultrasonic Image Denoising Model Based on CNN Algorithm. CNN is mainly composed of a convolutional layer, a pooling layer, and a full connection layer. With the continuous progress of science and technology, CNN has been improved into the structure composed of a convolutional layer, a pooling layer, a full connection layer, and a deconvolution layer [7].

The Java Fuzzy Cognitive Maps (JFCM) algorithm is used to filter the features. In this process, the pre-classification is screened to improve the accuracy of classification results. The standard selection is shown the following equation:

\[ F\left(\omega_{\text{true}} \cap \Omega_{\text{true}} = \Omega_{\text{false}} > \kappa \right) \]

In equation (1), (i, j) referred to the position of the feature map, \( \Omega_{ij} \) referred to the mark of pixel \( p_{ij} \) and \( n \times n \) is the size of the feature map.

The \( l \)-th layer was assumed as the convolution layer, and the feature map of the ultrasonic detection image was inputted in the \( l-1 \)-th layer, which can be expressed as the following equation:

\[ M(h, p) = \sum_{b=1}^{B} X^{(h,p,b)} \otimes N^{(h-1,b)} + j^{(h,p)} \]

In equation (2), \( X^{(h,p,b)} \) represents the convolution kernel, \( j^{(h,p)} \) refers to the bias, and \( b \) represents the number of feature graphs.

To enable the network computing process to increase the ability to express data characteristics, some experts have proposed nonlinear activation function [8]. In this study, a relatively common and fast ReLU function is used as an activation function, which can be expressed as equation (2), and the corresponding derivative function can be represented as shown in the following equation:

\[ f(x) = \max(0, x), \]

\[ f'(x) = \begin{cases} x, & x > 0, \\ 0, & x \leq 0. \end{cases} \]

The ultrasonic image map for the fetal central nervous system is set as \( H \). All pixels in the image \( H \) are expressed as \( T \) and the set form of which is \( \{t_1, t_2, \ldots, t_n\} \). The image portion that needs to be identified is expressed by \( U \), which can be \( \{u_1, u_2, \ldots, u_n\} \), and then the probability of the pixel \( S_n \) of the \( j \)-th channel corresponding to the output \( u_j \) is as follows:
The uterus and adnexa uteri of pregnant women; the head hip long, double top diameter, femur long, neck transparent belt thickness and nasal bone, and tibia length of fetus; and the malformation of brain, bones, cardiovascular, nerve, and urology.

Standardization batch normalization (BN) is one of the methods of optimizing the neural network. It can reduce the learning difficulty, allowing us to get rapid improvement in the exercise model. The method is to process the previous learning difficulty, allowing us to get rapid improvement in the exercise model. The following two methods are adopted to evaluate whether the results obtained after the CNN algorithm processing are ideal and effective after the ultrasound image processing is completed.

One method is dice similar coefficient (DSC), which refers to the overlapping extent between the area divided by radiologist and the area divided by PSSSNET, and the calculation equation is shown in the following equation:

\[ \text{DSC} = \frac{2|Q \cap W|}{|Q| + |W|} \]  

In equation (8), \( Q \) refers to the standard region value segmented by the radiologist and \( W \) refers to the result region segmented by the CNN model. The range of DSC is set as [0,1]. When it is the minimum value 0, there is no overlap between \( Q \) and \( W \); on the contrary, when it meets the maximum value 1, \( Q \) and \( W \) are perfectly overlapping. This indicates that the larger the DSC value is obtained, the higher the coincidence degree of \( Q \) and \( W \) will be and the better the segmentation result will be.

The other method is Hausdorff distance (HD), which refers to the maximum range of mismatches between two sets of numbers, and it is used to evaluate the degree of similarity between two sets of numbers.

The point in the ultrasound image of group \( M \) could be set to \( Q = \{q_1, q_2, q_3, \ldots, q_n\} \) and that in group \( W \) can be defined as \( W = \{w_1, w_2, w_3, \ldots, w_n\} \), and then the following equations are obtained:

\[ \text{HD}(Q, W) = \max(h(Q, W), h(Q, W)), \]

\[ h(Q, W) = \max(q \in Q) \min(w \in W) \|q - w\|, \]

\[ h(Q, W) = \max(w \in W) \min(q \in Q) \|w - q\|. \]

The smaller the value of HD is, the higher the similarity is and the higher the medium overlap degree of the image is. In other words, when \( Q = W \), the result is the most ideal.

### 2.4. Statistical Methods

SPSS22.0 software was used for statistical analysis of the result data. The count data were expressed as \( n(\%) \), and \( \chi^2 \) test was used. The measurement data were expressed as (x), and the t-test was used. \( P < 0.05 \) indicated that the difference was statistically significant.
3. Results

3.1. Comparison of Central Nervous System Ultrasound Images between Two Groups of Normal Fetuses. The ultrasound images of coronal section and lateral paraventricular sagittal section of normal fetal brain before and after treatment in the two groups (as shown in Figures 2 and 3) showed that the images after treatment (the experimental group) were more specific and more prominent than those before treatment (the control group).

3.2. Comparison between the Prenatal and Postpartum CNN-Based Ultrasound Diagnosis Results and the Pathological Results. Table 2 shows the statistics of prenatal CNN-based ultrasound diagnosis results and postpartum ultrasound examination results or pathological tissue biopsy test results. The data revealed that the test results in the experimental group were more close to the postpartum ultrasound and the results of the pathological result, but the results in both groups showed no statistical difference in contrast to the postpartum results in terms of similarity ($P > 0.05$), as shown in Figure 4.

3.3. Comparison of Prenatal and Postnatal Ultrasound and Pathological Examination Results at Different Pregnancy Stages. Table 3 shows the results of ultrasound examinations in the first trimester and the second trimester pregnancy stage as well as the postpartum ultrasound and pathological examination results of pregnant women in the control group and the experimental group. The observation and analysis results revealed that the similarities between the ultrasound examination results of the first trimester and the postpartum ultrasound and pathological examination results were the 33.3% (control group) and 63.5% (experimental group), respectively, while those in the second trimester were 63.5% (control group) and 82.5% (experimental group), respectively. Thereby, the results of ultrasound examination in the experimental group were higher than those in the control group in both the first trimester and late pregnancy, showing statistically observable difference ($P < 0.05$), as shown in Figure 5. In addition, the similarity between the ultrasound examination results and the postpartum ultrasound and pathological examination results in the first trimester and second trimester was compared and analyzed for the pregnant women in two groups, and it was found that the ultrasound examination results in the second trimester were closer to the postpartum examination results, and the comparison was statistically great ($P < 0.05$), as illustrated in Figure 6.

4. Discussion

CNSM is a main factor leading to fetal stillbirth or death after delivery, and it has been studied by medical experts [10]. Early screening of CNSM is very important. The main inspection method is ultrasound, which can provide a reasonable basis for the prenatal diagnosis of CNSM [11, 12]. With the enhancement of ultrasound technology and the improvement of equipment in recent years, the accuracy of fetal CNSM ultrasound diagnosis has become higher and higher. It has been recognized as the first choice for fetal CNSM screening, but there are still some limiting factors [10]. Researchers have used ultrasound to detect and diagnose 645 cases of CNSM fetuses; it is found that ultrasound misdiagnosis and missed diagnosis sometimes occur during the process due to the interference of factors such as the position of the fetus in the mother’s body, the amount of amniotic fluid in the uterus, and the processing experience of ultrasound [11]. The results in this study revealed that the ultrasound diagnosis in the second trimester is more accurate than the first trimester. Previous research results have shown that the most feasible period for the examination of the fetal shape and fetal structure is the second trimester, which could display the fetal central nervous system and its growth and development more clearly, showing the significance of ultrasound in clinical scan of fetal CNSM [12, 13]. In addition, some other studies have proposed that the growth and development status of the fetus in the mother can be displayed using ultrasound imaging technology, which can be evaluated according to the intensity difference of the signal displayed in the image. In the early stage of pregnancy (17~19 weeks), the fetus can be scanned for malformations, and good results have been obtained, indicating that CNSM can be performed on the fetus in advance [14, 15].

In this study, the DLNN algorithm was adopted to build a model to optimize the ultrasound image so as to inspect the CNSM. As a result, it was found that compared with the conventional ultrasound inspection, the results of the proposed inspection method were better. Nowadays, deep learning has been widely used in various fields with the great development of artificial intelligence. The working principle of deep learning is mainly to use the deep neural network models to analyze and
study the data and to improve the efficiency through feature extraction and feature classification [16, 17] so that more important application value can be reflected in the processing of medical images. Moreover, the public medical image database [18] and the medical image challenge data set [19] have enabled the deep learning methods to be well trained and verified in medicine, and the results obtained are more and more effective, so they have been widely recognized and

Table 2: Comparison between the prenatal and postpartum CNN-based ultrasound diagnosis results and the pathological biopsy results.

<table>
<thead>
<tr>
<th>Type</th>
<th>Prenatal ultrasound results</th>
<th>Postpartum ultrasound and pathological results (case)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control group (case)</td>
<td>Experimental group (case)</td>
</tr>
<tr>
<td>Coelosomia</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Encephalocele</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Rachischisis</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Holoprosencephaly</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Agenesis of corpus callosum</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Hydrocephalus only</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Anencephaly</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Cerebellar dysplasia</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>52</td>
</tr>
</tbody>
</table>
researched. Some experts have used the breast and fundus of the patient as the research subjects to study the application of CNN technology in processing medical images. They used CNN to segment the image and correct it. The result was verified on the public database e-ophtha EX database to prove the effectiveness of this method [20].

There was also a study on carotid artery ultrasound image plaque recognition using deep learning, where FasterRCNN based on VGG16 and ResNet101 and YOLOv3 based on Darknet were used. The results found that Faster RCNN was fast and accurate in plaque recognition of ultrasound images for carotid artery and should be suggested in clinic [21]. Gao et al. [22] applied the migration learning model of learning using privileged information (LUPI) in CNN to correct the intermediate state of network learning and also proposed a data generation strategy to maintain training samples; and the causal relationship with the privileged information in the label improved the insufficient medical data.

Based on the above, it was concluded that the application of

<table>
<thead>
<tr>
<th>Type</th>
<th>Control group (case)</th>
<th>Experimental group (case)</th>
<th>Control group (case)</th>
<th>Experimental group (case)</th>
<th>Postnatal (case)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coelosomia</td>
<td>9</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>Encephalocele</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Rachischisis</td>
<td>3</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Holoprosencephaly</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Agenesis of corpus callosum</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Hydrocephalus only</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Anencephaly</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Cerebellar dysplasia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>21</td>
<td>40</td>
<td>40</td>
<td>52</td>
<td>63</td>
</tr>
</tbody>
</table>

Figure 4: Comparison between the prenatal and postpartum ultrasound diagnosis results and the pathological results in term of similarity. Note: A, B, C, D, E, F, G, H, and I refer to coelosomia, encephalocele, rachischisis, holoprosencephaly, agenesis of corpus callosum, hydrocephalus only, anencephaly, and cerebellar dysplasia, respectively. * indicates a statistically significant difference, $P < 0.05$.
deep learning in ultrasound inspection had very good development prospects.

5. Conclusion

In this study, the DLNN algorithm was adopted to identify and optimize the ultrasound examination images and applied to the screening of fetal CNSM. The statistical analysis of the examination result data revealed that the ultrasound image examination results of the experimental group were better than those of the control group, which meant that the ultrasound image based on deep learning had higher application value in CNSM examination. Moreover, the trend of the results of ultrasound images at different pregnancy stages was basically the same in the two groups, both of which showed that the effect of the experimental group was better. However, the results of different pregnancy stages for pregnant women in the experimental group suggested that the proposed method did not reduce the difference in the results at different pregnancy stages, indicating that the ultrasound technology needed to be improved further for examinations at different pregnancy stages so as to improve the accuracy of the examination results. The amount of data in this study was too small, so it was not representative, and there were still some shortcomings to be improved.
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