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+e purpose of this study is to solve the problems of multiple targets, poor accuracy, and inability to obtain displacement information
in motion capture. Based on fusion target positioning and inertial attitude sensing technology, Unity3D is employed to create 3D
scenes and 3D human body models to read real-time raw data from inertial sensors. Furthermore, a gesture fusion algorithm is used
to process the raw data in real time to generate a quaternion, and a human motion capture system is designed based on inertial
sensors for the complete movement information recording of the capture target. Results demonstrate that the developed system can
accurately capture multiple moving targets and provide a higher recognition rate, reaching 75%∼100%. +e maximum error of the
system adopting the fusion target positioning algorithm is 10 cm, a reduction of 71.24% compared with that not using the fusion
algorithm. +e movements of different body parts are analyzed through example data. +e recognition efficiency of “wave,”
“crossover,” “pick things up,” “walk,” and “squat down” is as high as 100%. Hence, the proposed multiperson motion capture system
that combines target positioning and inertial attitude sensing technology can provide better performance. +e results are of great
significance to promote the development of industries such as animation, medical care, games, and sports training.

1. Introduction

Human motion capture is widely utilized in film and
television production, somatosensory games, sports
training, medical rehabilitation, and human behavior
analysis. +is technology plays a vital role in promoting the
development of relevant industries [1]. In the film and
television production industry, the shaping of many
characters uses human motion capture technology.
Characters in movies are 3D virtual actors designed using
computers. +e 3D virtual animation actors are driven by
capturing the movements and facial expressions of real
actors, thereby making the actions of the virtual animator
the same as the real actors’ actions [2]. In somatosensory
games, electronic games can be operated by swinging the
handle if inertial sensors are added so that people can
obtain visual stimulation and feel the happiness brought by
electronic games [3]. In sports training, the real-time

monitoring and calculation of the athletes’ limb movement
process can help control the exercise amount of each
athlete, achieving efficient and safe training [4]. In the
medical rehabilitation field, human motion capture can
provide accurate exercise programs by recording human
body motion information for a long time, thereby assisting
rehabilitation training for patients [5]. +erefore, human
motion capture technology is a comprehensive interdis-
ciplinary technology developed in recent years, involving
computer graphics, ergonomics, communication technol-
ogy, and other disciplines. It is currently a research hotspot
in the field of human-computer interaction. However, the
current human motion capture system faces problems such
as more targets, poor accuracy, and inability to obtain
displacement information, which severely restricts the
development of related industries. +erefore, research on
human motion capture technology plays a very important
role in promoting the development of the industry.
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Motion capture technology can accurately and in real
time restore the human body’s motion state in real life via a
virtual 3D computer model [6]. Fusion methods are often
utilized in motion capture. In China, research on the
complexity of the fusion target positioning technology has
started late. Also, the information processing level is low,
which cannot reach the standard as a typical information
fusion system. Valuable information fusionmethods, such as
compensation learning fusion method, active perception
method, Mahle’s random fusion method, the expert system
method, physical model method, and parameter template
method, are adopted [7]. +e multiperson motion capture
system often employs inertial sensor-based motion capture
equipment, which can overcome the problem of insufficient
light and shade in optical motion capture [8]. However, this
device system faces a series of problems.+e motion capture
device based on inertial sensors needs to bind the inertial
sensor nodes to the human joints to return the measurement
information of the human joints during the movement in
real time [9]. Besides, Xia et al. proposed that the inertial
sensor’s gyroscope could measure the angular velocity of the
human body’s joints relative to the human body coordinate
system. +e human body’s current attitude could be ob-
tained when the initial state of the human body was known.
However, the gyroscope sensor chip had zero bias error, and
long-term integration would cause the error to increase [10].
Liu et al. pointed out that as the time of the motion capture
device increased, there would be zero offsets and drift. +e
system could not simultaneously capture multiperson mo-
tions [11].

Research significance: motion capture simplifies the
human body into a multibody system, generally an articu-
lated multirigid body system; input data are obtained by
means of measurement or mode; the movement of the
human body is simulated by describing the movement of the
multibody system as the output result. +e limitations of
traditional motion capture (high price and restricted space)
make the market urgently need affordable and portable
motion capture equipment to be applied to various indus-
tries, such as improving the quality of physical education by
capturing the sports characteristics of athletes and helping
patients with rehabilitation by capturing normal human
postures. +erefore, based on the existing motion capture
methods, how to use a small number of sensors to accurately
and stably capture motion has become one of the difficulties
in this field.

+erefore, to solve the above problems, a multiperson
motion capture system is designed and implemented using
fusion target positioning and inertial attitude sensing based
on analyzing relevant literature. +en, human behavior
recognition is achieved on this basis. +e innovative points
are as follows: (i) the data of human inertial sensors are
combined to generate quaternions, and the 3D human
model is driven to precisely capture body movements. (ii) A
multiperson motion capture solution combining target
positioning and inertial attitude sensing is proposed. +e
fusion target positioning technology and inertial sensor
positioning technology are combined to capture human
spatial displacement information. (iii) Different equipment

and parameters are employed for continuous optimization.
Finally, a multiperson motion behavior capture system with
a better actual operation and higher accuracy can be
obtained.

2. Research Method

2.1. Multiperson Sensor Capture System. +e human motion
capture system based on inertial sensors consists of hard-
ware and software. +e hardware acquires human motion
information and transmits data, while the software realizes
the functions of 3D animation display and human behavior
recognition. +e system includes the inertial sensor, the 3D
animation display, the human body displacement posi-
tioning technology, and human behavior recognition. +e
inertial sensor captures human body movement information
in situ. +e inertial sensor measures nine data pieces at the
same time, including a 3D magnetic field meter, a 3D gy-
roscope, and a 3D acceleration. +ese nine data pieces need
to be fused first, and then the human body posture can be
calculated. +ree-dimensional animation display is to
present the captured motion animation in real time in the
form of 3D virtual characters on the computer. +e human
body displacement positioning technology introduces po-
sitioning technology to measure the displacement of the
human body in space. It also improves the positioning
accuracy as much as possible to obtain human displacement
information during the capture process. According to the
human behavior data captured by the inertial sensor human
motion capture system, the human behavior recognition
recognizes human movements through data processing,
feature extraction, and machine learning. +e specific
structure is shown in Figure 1.

+e system hardware includes the inertial sensor node
module, the information receiving module, and the posi-
tioning module. +e inertial sensor node collects human
body information; the information receivingmodule realizes
the communication between the wireless inertial sensor
node and the computer; the positioning module acquires
human body displacement information. +e inertial sensor
node module is bound with human joints to collect human
joint motion information in real time. +e inertial sensor
node module includes the nine-axis inertial sensor, Zigbee
transmission module, and microprocessor and power cir-
cuit. +e nine-axis inertial sensor module includes a three-
axis magnetometer, a three-axis gyroscope, and a three-axis
accelerometer. It collects the three-axis acceleration, three-
axis magnetic force, and angular velocity generated by the
human limbs in real time. +e sensor nodes are wirelessly
transmitted sending the collected data to the receiving
module through the Zigbee transmission module. When the
inertial sensor is bound to the human joints, elastic bands
with Velcro are used. +e elastic bands can be easily bound
to the human joints. +e Velcro is glued to the back of the
inertial sensor nodes. During use, the elastic band is tied to
the human body joint, and the inertial sensor node with
Velcro is directly attached to the strap. +e information
receiving module realizes the communication between the
wireless inertial sensor node and the computer. +e
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information receiving module is connected to the computer
through the USB interface. +e information sent by the
inertial sensor node is transmitted through the Zigbee
wireless network, the information receiving module receives
the node information and sends the received information to
the computer through the serial port, and the data are
processed in the computer.

+e system software includes 3D scene creation,
movement data storage, and human behavior recognition.
+ree-dimensional scenes are used for the reproduction of
humanmotions; motion data storage stores captured human
behavior data as files; human behavior recognition uses
human motion information collected by inertial sensors and
uses pattern recognition to identify human behaviors.

+e process of reading data from the inertial sensor is
displayed in Figure 2. After the information collection device
is connected to the computer through the USB interface, the
corresponding serial port is opened, and the baud rate is set
to 115200. A thread for reading the inertial sensors and a
thread for reading attitude data is created to solve the
problem that the refresh rate of reading inertial sensor data
does not match that of the human model animation.

+e module of the inertial sensor node is bound to
human joints for a real-time collection of human joint
motion information. It includes human inertial sensors,
Zigbee transmission, microprocessor modules, and power
circuit modules. +e principle of inertial sensor nodes is
presented in Figure 3. +e human body inertial sensor
module includes a three-axis magnetometer, a three-axis
gyroscope, and a three-axis accelerometer, which are used to
collect the three-axis acceleration, three-axis magnetic force,
and angular velocity generated by the movement of the

human body in real time. +e sensor node is wirelessly
transmitted through the Zigbee transmission module and
sends the collected data to the receiving module.

2.2. Inertial Attitude Sensing. +e attitude is calculated by
magnetometer and acceleration. Despite the poor dynamic
response, it will not produce a cumulative error. +erefore,
the gyroscope, magnetometer, and accelerometer have
complementary characteristics in the frequency domain.
Hence, using complementary filters to fuse these three types
of data in the inertial sensor can improve the measurement
accuracy of the inertial sensor and the dynamic response
performance of the system. +e calculation steps are illus-
trated in Figure 4. First, the quaternion is calculated
according to the initial state of the inertial sensor when
fusing the inertial sensor attitude data. +e gravity vector
and magnetic field lines are then deducted to obtain and
normalize the accelerometer and magnetometer data. After
the matrices are multiplied, they are summed, and the
proportional-integral controller is used to adjust the data.
Finally, the quaternion is updated.

+e sensor network can obtain the motion data of dif-
ferent feature points of the human body. +e human body is
abstracted and divided. Every movement of a limb can be
regarded as a limb movement relative to the joint of the
parent node. Since the hip joint has a small motion range, it
is selected as the root node of the entire joint tree.+emodel
of the human body’s principal joints is presented in Figure 5.
+e corresponding sensors are placed at each joint to form a
sensor network. +e central controller of human body at-
titude data is controlled by different control modules. It can
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Figure 1: Overall design of the multiperson motion capture system.
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Figure 2: +e flowchart of inertial sensor data reading.
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Figure 3: Inertial sensor nodes.
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Figure 4: +e flowchart of the attitude fusion algorithm.
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control different sensor nodes, obtain the data of the nodes,
and integrate the wireless transmission module through
programming to transmit the data wirelessly.

2.3. Human Posture Positioning. Because inertial sensor
motion capture systems do not have an external reference
point, they cannot directly obtain position information.
+erefore, most inertial motion capture systems only esti-
mate the posture of the human body in situ and cannot
obtain accurate position information of the human body in
global coordinates. Target positioning technology obtains
the 3D position information of the captured target and
records the complete movement information of the captured
target through the data fusion algorithm. To solve the
problem that inertial sensors cannot capture the displace-
ment of the human body, researchers have proposed a
variety of solutions, such as a Kalman filter-based inertial
navigation system and radio frequency identification system
tightly coupled method for indoor pedestrian positioning
and navigation. A motion capture system that integrates
inertial sensors, GPS, pressure sensors, cameras, and the-
odolites is employed to capture the 3D dynamics and ki-
nematics information of the human body during alpine
skiing competitions. +e fusion target positioning tech-
nology and inertial sensor positioning technology are
combined because the two sensors have good comple-
mentarity. In terms of indoor positioning, the fusion target
positioning technology has higher positioning accuracy than
other positioning methods. However, the fusion target
positioning technology is easily affected by the nonline-of-
sight effect during the positioning process. +e nonline-of-
sight effect is that two devices are blocked during the
communication process, and the nonline-of-sight effect
affects the positioning accuracy. +e inertial sensors can
make up for the shortcomings of ultra-wideband positioning

technology, thereby improving the positioning accuracy in
the human motion capture system.

+e fusion target positioning technology fuses and
merges multiple methods, including the fusion of sensors,
image recognition algorithms, and feature algorithms, to
accurately position target actions and behaviors [12]. +e
integral method is adopted to calculate the position XSIM,n of
the human body at time step n in the x-dimension. +e
equation is as follows:

XSIM,n �

xSIM,n

ySIM,n

zSIM,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� XP,n +

δxP,n

δxP,n + δIMU,n

XIMU,n − XP,n􏼐 􏼑.

(1)

In (1), xSIM,n, ySIM,n, and zSIM,n refer to the 3D coordi-
nates of the human body position at time step n, XP,n
corresponds to the human body position coordinates at time
step n in the x-dimension of the fusion target positioning,
δxP,n represents the human body position coordinates of the
inertial sensor in the x-dimension at time step n, XIMU,n
stands for the standard deviation of fusion target positioning
in the x-axis to provide position estimation, and δIMU,n
denotes the standard deviation of the inertial sensor. Since it
is difficult to predict the standard deviation of the inertial
sensor, the three dimensions are all set to the same value.+e
following process is utilized to deal with the influence of the
integration error. At time step n, if the currently estimated
ultra-wideband (UWB) positioning standard deviation is
less than the inertial sensor standard deviation of n− 1, it is
represented by

δk,P,n < δIMU,n−1∀k ∈ x, y, z􏼈 􏼉. (2)

In (2), δk,P,n represents the position deviation of fusion
target positioning at time step n, and δIMU,n−1 denotes the
standard deviation of the inertial sensor at time step n− 1.
+en the standard deviation of the inertial sensor will be
reset to

δIMU � 0.05. (3)

Otherwise, the standard deviation of the inertial sensor is
set as

δIMU,n �
0.05

sec2 · t
2
sr

. (4)

In (4), t2sr refers to the sampling frequency of the inertial
sensor. +erefore, according to the error standard deviation
of fusion target positioning, the infinite increase in the error
standard deviation of the inertial sensor is limited, and the
integral error is reset under the visual distance condition.
Under the condition of nonvisual distance, if the error
caused by nonvisual distance is less than the integral error,
the integral error is reset. +e flowchart of the fusion al-
gorithm is shown in Figure 6. +e workflow is as follows.

Here, Unity3D is adopted as a development tool to create
a 3D scene and a 3D human body model. Besides, the 3D
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Figure 5: Human joint structure.
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human body model is employed to display the captured
human movements in real time. Unity3D supports most
mainstream 3D animation technologies and has a visual
design environment, a scene editor that is easy to learn, and a
convenient design process. Unity3D can well support 3D
model files, saving the time of creating 3D scenes. +e raw
human motion data captured by the inertial sensor in real
time is processed to generate an attitude quaternion. +e
motion parameters input to the virtual 3D human body
model are quaternion data, and the quaternion data are
converted into angle rotation parameter information in the
bone pipeline.

Human body displacement positioning technology:
there is no external reference point during human motion
capture, and the spatial displacement information cannot be
obtained because the inertial sensor is a self-contained
system. +erefore, positioning technology is required to
obtain the displacement information during human motion
capture. Wireless positioning technology includes wide-area
positioning technology and short-distance positioning
technology [13]. Wide-area positioning is a large-scale
technology, and the commonly used approaches include
satellite positioning andmobile positioning.+e short-range
positioning technology has many kinds, including Wireless
Local Area Network (WLAN), Radio Frequency Identifi-
cation (RFID), Global Positioning System (GPS), UWB,
Bluetooth, and ultrasonic. Table 1 summarizes the accuracy
and scale of various positioning methods.

Ultra-wideband positioning technology is very different
from traditional communication technology. Traditional
communication technology uses carrier waves, while ultra-
wideband positioning technology uses nanosecond-level
narrow pulses with GHz-level bandwidth. Ultra-wideband
positioning technology has been successfully applied to
many fields, such as valuables storage positioning, mine
personnel positioning, and parking lot positioning. Com-
pared with other positioning technologies, ultra-wideband
positioning technology has many advantages, such as strong
penetration, low power consumption, resistance to multi-
path effects, and high positioning accuracy. As shown in
Figure 7, the ultra-wideband positioning technology is used
to obtain human body displacement information in the
process of human body motion capture. To effectively im-
prove the detection range and accuracy, a variety of

positioning combinations are prepared in this project. +e
system of this project will first call different positioning
modules according to the corresponding distance so that
different calling distances can be positioned in real time.

2.4. Behavior Recognition and Display. +e 3D animation
display includes three parts: 3D scene creation, action data
storage, and recognition. +e 3D scenes are used for the
reproduction of human actions. Human action recognition
uses human action information collected by inertial sensors.
By limiting the range of motion of each joint in the human
joint model, the captured humanmotion can be more in line
with normal human motion. When capturing human mo-
tion, the inertial sensor node is bound to the designated joint
of the body first. It is determined according to which joint
movements need to be collected. Increasing the number of
inertial sensor nodes can improve the accuracy of motion
capture and make the captured human movements more
accurate. According to the principle that each joint of the
human body exists independently and interacts, the motion
properties of the human body are restricted by the joints,
and the motion of the human body is composed of several
key joints.+erefore, it is unnecessary to consider the part of
the joint that has less impact during human movement. +e
main joint model of the human body adopts a tree-like
hierarchical structure, and the entire joint model of the
human body is called a joint tree. +e entire joint tree
consists of a root node and multiple leaf nodes to form a
parent-child relationship. In the process of human move-
ment, every movement of a limb can be regarded as a limb
movement relative to the joint of the parent node. Because
the hip joint has a relatively small range of motion, it is
selected as the root node of the entire joint tree.

+e common ways of storing motion data include
motion file storage, video file storage, and database storage.
Motion file storage generally stores the motion information
saved by animation editor software.+e database storage can
store the captured motion information in the database
system; the commonly used database systems include
MySQL andOracle. Table 2 presents a comparison of various
motion data storage methods. According to the needs of this
project, the storage of humanmotion capture data requires a
small space occupation and a simple storage structure.
Besides, the third-party database software is not adopted to
make other software more convenient to call the stored
motion information. Bounding Volume Hierarchy (BVH)
files occupy a small space and are easy to read and store. +e
BVH file uses Euler angles to describe the rotation data of the
bone and limb joints, and the human body model is dis-
placed in 3D space by changing the parameters of the hip
node.

Human behavior recognition module: the multiperson
motion capture based on fusion target positioning and in-
ertial attitude sensing technology is a new research field,
which overcomes many shortcomings and limitations of
traditional motion recognition based on video sequences
and has higher operability and practicality. +e human
motion information collected by inertial sensors uses BVH

Inertial sensor Fusion target
positioning

Activity detection Inertial navigation
algorithm

�ree base station
positioning

Fusion Algorithm

Location information

Figure 6: +e flowchart of fusion target positioning algorithm.
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files to store human behaviors. Human behavior recognition
preprocesses data and extracts features based on the data
stored in BVH files. Moreover, it uses algorithms to rec-
ognize human behaviors. +e process of human behavior
recognition is to extract and select those feature vectors that
have a large contribution to classification and recognition
from BVH motion data. However, too many features will
also cause redundancy between features and reduce the
recognition accuracy. Hence, the principal component
analysis is required. Finally, the appropriate motion clas-
sification algorithm is selected for behavior recognition.

2.5. Data Performance Comparison.

(1) Data source: data are read from the inertial sensor.
After the information collection device is connected
to the computer through the USB interface, the
corresponding serial port is opened, and the baud
rate is set to 115200. To solve the problem that the
refresh rate of reading inertial sensor data does not
match the refresh rate of the human body model
animation, a thread for reading inertial sensor and a
thread for reading posture data are created. +e read
inertial sensor thread realizes that the original data
read from the inertial sensor consists of three parts,

namely, a three-axis accelerometer, a three-axis
magnetometer, and a three-axis gyroscope, and then
uses CRC16 to check the data. After verification, the
data fusion algorithm is used to fuse the data into
posture data and then put it into the Queue; the read
posture data thread reads the posture data from the
Queue and uses the posture data to drive the 3D
human body model.

(2) Experimental environment: the behavioral infor-
mation of eight healthy school students is collected
during the experiment. +e participants in the ex-
periment include four females and four males, with
ages of 22–27 years, height of 158–180 cm, and
weight of 45–80 kg. Each participant in the experi-
ment performs 16 actions, which were required by
the experimenter. +e types of actions are divided
into three parts: upper limbs, lower limbs, and trunk
according to the human joints. Each action is
composed of these three parts. +e main types of
movements can be determined according to different
movements. For example, the movement of waving a
hand is mainly the movement of the upper limbs,
and the movements of the trunk and lower limbs are
relatively simple; thus, this type of movement be-
longs to the type of upper limbs. Before the behavior

Table 1: Accuracy and positioning scale of various positioning methods.

Positioning methods Positioning accuracy (m) Positioning scale
GPS About 10 Outdoor wide-area positioning
Mobile positioning About 10 Outdoor wide-area positioning
RFID, infrared, ultrasonic 1∼10 Outdoor local positioning
WLAN, Bluetooth 1∼10 Indoor positioning
UWB 0.1∼1 Indoor positioning

Fusion target positioning module

GPS Positioning module Infrared positioning module UWB positioning module

About 10 meters About 1-10 meters About 0.1-1 meters

Multi-range, high-precision positioning system

Figure 7: Human displacement positioning technology.

Table 2: Comparison of various motion data storage methods.

Storage methods Storage types Space occupation Storage structure Whether special software is required
BVH format Motion file Small Simple No
FBX format Motion file Small Simple Yes
Maya format Motion file Small Simple Yes
Database system Database Large Complicated Yes
Video format Video Large Complicated Yes

Scientific Programming 7



collection, the subject of the purpose of the collection
action is informed, and the behavior is demonstrated
to the subject. After the subjects put on the inertial
sensors, the behavior collection begins. Each be-
havior is repeated four times, and each behavior is
required to be completed within 5 to 15 seconds.

(3) Performance comparison: the method of [14] is used
to conduct a comparative analysis to further verify
the effectiveness of the proposed model. A motion
capture system based on multiple cameras is de-
veloped in the literature. To improve the capture
accuracy, the multicamera layout method is used as a
motion capture system for various animals with
significant differences in appearance characteristics
and motion behavior. Motion capture determines
the demand boundary based on the object’s ap-
pearance type (shape and space volume) and be-
havioral characteristics, thereby deriving a typical
matching principle. A multicamera system locked in
a 3D force measurement platform is used, its
semicircular layout model shows that the error of the
system is only below 3.8%, and the capture deviation
rates are 3.43% and 1.74%, respectively.

3. Results and Discussion

In the result section, the appropriate model kinematics
method is determined first, and then the method is used to
conduct experiments under different conditions to deter-
mine the performance of the model. +e effectiveness of the
method is further determined by analyzing the human body
motion trajectory. To prove that the proposed method has
better performance than other models, it is compared with
the method in [14], and finally, a human body model for
motion capture is given.

3.1. Model Kinematics Method Determination. +e forward
kinematics of the human body is the posture of the human
body displayed when the rotation angle of each joint of the
human body is known.+e position of any joint of the human
body can be calculated by the connection of the human body
joint, the joint length, and the rotation angle.+ere is only one
general forward kinematics solution. Human body inverse
kinematics gives the parameters of each joint based on the
known posture. +erefore, it is difficult to solve the problem
of inverse kinematics, and the solution result is not unique. In
the process of human motion capture, the legs have fewer
joints, simple movements, and relatively small calculations.
+erefore, it is more suitable. +e inverse kinematics of the
legs calculates all the joint variables corresponding to the
limbs based on the position and posture of the limbs. In this
movement, the foot is the end, and the trigonometric function
can be used to calculate the movement data of the thigh and
calf when the foot is moving. Because the motion range of the
human foot joints is limited, the foot and calf are treated as a
whole in the process of using inverse kinematics motion
capture. +e four-position movement is involved in the
process of body rotation so that quaternary data are used for

calculation. Figure 8 shows the analysis result of leg kine-
matics information data, and the left leg is stepped forward.
Figure 8(a) shows the calculation result of quaternary data
using inverse kinematics, and Figure 8(b) shows the fourth
data of forwarding kinematics. In themeta-calculation results,
as can be seen from the figure, the motion capture accuracy of
inverse kinematics is higher than that of forwarding kine-
matics. In the same data image with different spatial coor-
dinates, the highest model accuracy of inverse kinematics is
0.9178, and the highest model accuracy of inverse kinematics
is 0.5562%. +e two are quite different so that the inverse
kinematics method is finally selected for image analysis.

3.2. Model Performance under Different Conditions.
Figures 9(a)–9(f) display the results of the system capture
distance under different line-of-sight algorithms. +e po-
sitioning data of the X-axis and Y-axis fluctuate under the
line-of-sight conditions; overall, however, they tend to be
stable. Under the nonline-of-sight conditions, the model
data without the fusion positioning algorithm fluctuates
greatly. +e fluctuation ranges of X and Y are [100–150] and
[110–150], respectively. After the fusion algorithm is
adopted, the fluctuation trend of positioning data is sig-
nificantly reduced. +e fluctuation ranges of X and Y are
[125, 135] and [125, 140], respectively. Apparently, the
maximum error of using fusion target positioning alone is
35 cm, while the error of fusion target positioning and the
inertial sensor is 10 cm, a reduction of 71.24%.Moreover, the
accuracy of model positioning is significantly improved.

3.3. Human Body Motion Trajectory Analysis. Figure 10
shows the results of the model positioning motion trajec-
tories under different positioning systems.

Figure 10(a) presents the fusion target positioning sys-
tem, and Figure 10(b) shows the method of combining
fusion target positioning with inertial sensors. In the entire
process, both methods can provide a clear positioning of the
target. However, for the model without inertial sensors, the
motion trajectory is narrower, showing a large gap with the
actual moving process. In contrast, the fusion model can
provide a higher positioning accuracy, and all the moving
processes within the range can be shown.

3.4. Results of HumanGesture Recognition. Figures 11(a) and
11(b) display the comparison result of the proposed method
and the classification algorithm of [14] on human behavior
recognition. +e behavior with the worst recognition effect is
“draw X” and “draw circle,” and the recognition result is
62.5%; the behavior with the best recognition effect is “wave,”
“throw,” “crossover,” “pick up,” “walk,” and “squat down,”
and the recognition result reaches 100%. In terms of the
method in [14], the behavior with the worst recognition result
is “draw X,” “draw circle,” and “forward,” and the recognition
result is 75%; the behavior with the best recognition result is
“wave,” “crossover,” “triangle,” “pick up,” “run,” “walk,” and
“squat down,” and the recognition result reaches 100%. Both
classification algorithms have the best recognition results for
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Figure 8: Different kinematic leg data information.
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Figure 9: Continued.
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Figure 10: Model positioning motion trajectory results under different positioning systems.
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Figure 11: Different behavior recognition results.
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the behaviors of “wave,” “crossover,” “pick up,” “walk,” and
“squat down,” and the recognition results for the behaviors of
“draw X” and “draw circle” are the worst. On the whole, the
classification result of [14] is better than the classification
result of the method. +is is because the collected behavior
data samples are more balanced, and the classification needs
to divide the behavior data into 16 groups, which is a mul-
ticlassification problem. +erefore, the classification result of
the algorithm in [14] is better. According to the results of
human behavior recognition, the behavior with a recognition
rate of 100% has a larger motion range and is obviously
different from other behaviors, such as “squat,” “walk,” and
“pick up.”+e behaviors with low recognition rates are caused
by other similar behaviors. For example, the behaviors of
“draw circle” and “draw X” are very similar so that the
recognition rate is low. +erefore, the design of the human
body behavior recognition method can better recognize the
behaviors with larger motion amplitude; besides, the motion
is relatively single, and the recognition rate for behaviors with
small changes in human joints is low.

3.5. Motion Capture Result Display. As shown in Figure 12,
many experiments on the upper and lower limbs of the
human body find that the motion attitude of the 3D human
body model can capture the motion state of the upper and
lower limbs of the human body in real time and accurately.
Besides, the constructed model can capture the human body
attitude in real time. In particular, complicated motions can
also be effectively recognized.When the human body moves,
muscles contract, and inertial sensors can also move joints
through the jitter of nodes, proving the effectiveness of the
proposed model.

4. Conclusion

+e existing human motion capture systems based on in-
ertial sensors and related research on human behavior
recognition methods are studied. On this basis, a human

motion capture system based on wireless inertial sensors is
designed and implemented to recognize human behaviors.
Moreover, a scheme that fuses inertial sensors and ultra-
wideband positioning is proposed. +e ultra-wideband
positioning technology and inertial sensor positioning
technology are combined together to capture human spatial
displacement information. +e captured human motion
data are analyzed in depth based on motion capture. Ex-
perimental steps are designed, including human behavior
data collection, human behavior data storage, dataset
analysis, feature extraction, and pattern recognition. Based
on the extracted feature parameters, different algorithms are
used to recognize human behaviors. +e algorithm has a
recognition rate of 62.5%∼100% for 16 human behaviors,
which can better realize the recognition of human behaviors.
Although a suitable multiplayer motion capture system has
been constructed, there are still several shortcomings. First,
in human motion recognition, the angular velocity is time-
integrated to evaluate the angle of the joint. However, this is
easily affected by the magnetic field and surrounding
equipment.+e algorithm of the fusion inertial sensor can be
analyzed more profoundly to reduce unnecessary interfer-
ence. Second, in the process of human behavior feature
training, because there is no suitable dataset for training, the
training data is less, and the accuracy of themodel is not very
high. In the following research, these two aspects will be
analyzed and researched in depth to further improve the
model of the multiperson motion capture system.
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