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As a recognized complex dynamic system, the stock market has many influencing factors, such as nonstationarity, nonlinearity,
high noise, and long memory. It is difficult to explain it simply through mathematical models. Therefore, the analysis and
prediction of the stock market have been a very challenging job since long time. Therefore, this paper adopts an encoder-decoder
model of attention mechanism, adding attention mechanism from two aspects of feature and time. Both encoder and decoder use
LSTM neural network. This method solves two problems in time series prediction; the first problem is that multiple input features
have different degrees of influence on the target sequence, the feature attention mechanism is used to deal with this problem, and
the weights of different input features can be obtained. A more robust feature association relationship is obtained; the second
problem is that the data before and after the sequence have a strong time correlation. The time attention mechanism is used to deal
with this problem, and the weights at different time points can be obtained to obtain more robustness and good timing de-
pendencies. The simulation and experimental results show that the introduction of the attention mechanism can obtain lower

forecast errors, which proves the effectiveness of the model in dealing with stock forecasting problems.

1. Introduction

The high yield of the stock market has attracted the majority
of investors [1], making stock investment [2, 3] become one
of the most common ways of investment and financial
management. In order to avoid the high risk that comes with
high returns, investors are in tireless pursuit of accurate
analysis and prediction of the stock market. The amount of
trading data generated by daily stock trading is considered to
reflect the actual situation of the market, which is often used
by investors to analyze and forecast the market. However,
because the stock market is affected by many factors such as
market supply and demand, exchange rate, company op-
erating conditions, policy changes, and market interest rates,
stock prices show the characteristics of fluctuation, which
makes the analysis and prediction of stock prices [4-6] face
great difficulties.

As a recognized complex dynamic system, the stock
market has many influencing factors, such as non-
stationarity, nonlinearity, high noise, and long memory. It is

difficult to explain it simply through mathematical models.
Therefore, the analysis and prediction of the stock market
have been a very challenging job since very long time.
Random walk theory [7] believes that the fluctuation of stock
prices is completely random, and there is no rule to follow.
However, many researchers have found a certain rule in the
fluctuation of stock prices, which shows that the stock
market does have its own specific rules of operation, which
lays the foundation for stock price prediction. Traditional
stock market forecasting methods include fundamental
analysis, technical analysis, multiple regression, and
autoregressive moving translation method (ARIMA) [8].
The above methods are usually used for the simulation
analysis of stationary or linear time series. The upper limit of
the data introduced is small, and the data need preprocessing
such as difference to smooth the nonstationary series.
Therefore, traditional analysis and forecasting methods have
certain discomforts in stock market forecasting [9-12].
The advent of the big data era and the continued ad-
vancement of artificial intelligence technology in recent
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years [13-16], which has been gradually applied to various
fields, brings profound changes to various industries. More
and more experts and scholars begin to study the neural
network [17-20] and apply it to the prediction of stock and
other time series. Neural network has strong self-learning
ability, can deal with massive data, and can make more
accurate prediction for unstable and nonlinear time series.
A long time ago, some researchers used BP neural network
to study stock prediction related problems and achieved
good prediction results. However, due to the disadvantage
that BP neural network does not contain the concept of
time sequence when dealing with problems, the prediction
effect is still limited. However, the cyclic neural network
solves this problem, it has the concept of time series, and it
has better performance for stock prediction. However, the
cyclic neural network cannot solve the problem of long-
term dependence; so on the basis of its structural im-
provement, LSTM neural network is proposed. LSTM
neural network has a great advantage in dealing with time
series prediction and further improves the performance of
stock prediction. In order to predict the stock price of the
next day, the attention mechanism is added into the LSTM
neural network and further optimized. It is hoped that we
can further improve the handling ability of stock price
prediction [21] and obtain better forecast results to meet
the needs of current investors.

Following are the main innovations points of this paper:

(1) This paper proposes an encoder-decoder model of
attention mechanism and adds attention mechanism
from two aspects of feature and time.

(2) This paper uses the time attention mechanism to deal
with this problem, which can get the weights of
different time points and at the same time obtain the
more robust timing dependence.

(3) The simulation experiment results show that the
introduction of the attention mechanism can obtain
lower prediction errors, which proves the effec-
tiveness of the model in dealing with stock prediction
problems.

The organization of the paper is as follows. Section 2
discusses the related work to the proposed research.
Methodology of the paper is given in Section 3 with details of
the work done in the proposed research. Experiments and
results are given in Section 4. The paper is concluded in
Section 5.

2. Related Work

Some scholars used neural network technology to study
financial time series in the 1990s and predicted the daily rate
of return of IBM stocks. However, due to the gradient ex-
plosion problem of the traditional BP neural network
[22, 23], the result will converge to a local minimum. With
the advent of the big data era and the widespread application
of deep learning, many scholars have also tried to apply the
newly proposed recurrent neural network (RNN) model and
its improved model LSTM model in financial research. In
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particular, LSTM has become the first choice of many re-
searchers due to its unique potential in time series modeling.

Siami and Namin [24] comparatively studied the two
financial time series analysis methods, ARIMA and LSTM,
and the results show that the LSTM model is 85% more
accurate than the ARIMA model. Skehin et al. [25] used
wavelet analysis to denoise the stock price data of the five
groups listed on Nasdaq: Facebook, Apple, Netflix, Alpha-
bet, and Amazon and established ARIMA models. Com-
pared with the LSTM model, the prediction performance of
these two models is compared. Xiong et al. [26] selected
Google domestic trends, which can represent macroeco-
nomic factors and public psychology, as input indexes, and
used the neural network of long- and short-term memory to
study the impact of the above indexes on the volatility of the
S & P 500 index from 2004 to 2015. Fischer and Krauss [27]
applied the LSTM network to predict the out-of-sample
changes of the constituent stocks of the S & P500 index from
1992 to 2015. The prediction results show that the daily
return rate of 0.46% can be obtained by using the model, and
the annualized Sharpe rate is 5.8.

In addition, Baek and Kim [28] proposed the MOD AUG
NET framework, which consists of overfitting prevention
LSTM module and prediction LSTM module, to build the
model. The validity of the model is evaluated by using two
different representative stock market data (S & P500 and
KOSPI200). The results show that the test error of MOD-
AUGNET C is lower than that of LSTM prediction model
alone. Yao et al. [29] used the LSTM network to build a
short-term stock price change model and tested it by
experimenting with some stocks randomly selected from the
300 Shanghai and Shenzhen stocks. Experiments show that
the accuracy, recall rate, and critical error of LSTM are better
than random prediction.

The application of the deep learning method to pre-
diction [30] can improve the prediction accuracy of the
model, but it does not mean that deep learning method has
an inevitable relationship with high accuracy. Compared
with traditional methods, this method has many unique
advantages in the analysis and prediction of financial time
series. However, when facing different practical financial
problems, the specific characteristics of different financial
problems should be considered to select the application.

3. Methodology

3.1. Attention Mechanism. Attention mechanism was orig-
inally used in machine translation and has now become an
important method in the field of neural networks. In the field
of artificial intelligence, the attention mechanism has be-
come an important part of its structure and has a large
number of applications in many fields such as natural
language processing, time series prediction, speech, and
computer. The attention mechanism is very similar to the
human observation mechanism of external things. When we
observe external things, we usually only pay attention to a
certain part of them first, and everyone has different con-
cerns. For example, when we observe a person, the first thing
we notice may be his face, height, body shape, clothing, and
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so on. After obtaining the information of each part, you can
arrange and combine them and finally get the overall feeling
of the person. The attention mechanism generally consists of
two parts of tasks, determining which inputs require more
attention and extracting features of key parts to obtain
important information. Therefore, the attention mechanism
can give different weights to each part of the input to filter
the main features, which is why the attention mechanism is
so widely used.

When processing the input, the calculation of the at-
tention value is the most critical of all operations. Calcu-
lating the attention value usually requires two major
operations. The first is to use all the inputs to calculate the
attention weight and then calculate the weighted average of
all inputs based on it.

First, record all the inputs as a whole as X and then select a
query variable as g. The function of q is to find and select part of
the information in the whole X. Here, a soft attention mech-
anism is used to select all inputs, give more attention to im-
portant inputs, and give less attention to less important inputs.

There are a total of N inputs, g is the query variable, and s
is the attention calculation function, and then the attention
weight of the i-th input can be expressed as follows:

a; = softmax (s(x;,q)) = M (1)

Z;\LI S (xi’ ‘Z) .

There are many kinds of attention calculation functions.
The following four methods are introduced:

s(x;,q) = v tanh (Wx; + Ugq),

s(x»q) = x{ g,

qu (2)
s(x,q) = \l/a’
s(x;,9) = x; Wq.

These four methods are called additive method, dot
product method, scaled dot product method, and bilinear
method where W, U, and v are the network parameters that
need to be learned and d is the dimension of the input
information.

After getting the attention weight, the attention value
can be calculated by weighted average:

N
att(XAq) = Zaix,». (3)

i=1

3.2. Encoder-Decoder. The encoder-decoder model is a
method to realize the problem of mapping the input se-
quence to the output sequence. It consists of two parts: an
encoder and a decoder. Encoders and decoders can use
neural networks such as CNN, RNN, LSTM, and GRU as
shown in Figure 1.

The main purpose of the encoder is to extract features
from the input time series data. The encoder extracts the
information and encodes it into an intermediate vector as

the input of the decoder. In the decoder, the intermediate
vector is decoded and combined with the input data at the
current moment to predict the sequence data at the next
moment.

In the encoder-decoder model, the intermediate vector
corresponding to each encoder is the same, which means that
each feature vector in the input sequence has the same effect on
each feature vector in the output sequence. This will cause two
problems. For a sequence with a huge amount of information,
the intermediate vector cannot fully display it, and the in-
formation also has a first-come-first-served relationship; that is,
the newly added information will dilute the information before
it. This phenomenon is particularly prominent in long time
series. This makes the decoder unable to obtain sufficient
information from the input sequence when decoding, and the
accuracy of the prediction will also be affected.

To solve the above problems, some scholars have
proposed to use the attention mechanism to optimize the
encoder-decoder model. There is not only one interme-
diate vector in the model. The increase in intermediate
vectors enables the model to optimize the attention
mechanism. The selection of the input sequence is real-
ized, and the final output is obtained by learning according
to the selection information. The model structure is shown
in Figure 2.

First, the input sequence X is passed to the recurrent
neural network of the encoder to calculate the hidden state as
follows:

¢ = frow (Se-1> %¢)- (4)

After calculating the hidden state at each moment, they
need to be synthesized and stored in the form of an in-
termediate vector as follows:

)ST)- (5)

The decoding process is actually the inverse operation of
the encoding process, mainly using the intermediate vector
and the output y, at the previous moment to predict y, to be
output. The recurrent neural network of the encoder first
uses the predicted output at the previous time, the hidden
state at the previous time, and the intermediate vector to
calculate the hidden state at the current time as follows:

he = fran (Veo1 By ©)- (6)

The predicted output at the previous moment, the
hidden state at the current moment, and the intermediate
vector are passed to a multilayer perceptron g, and the
predicted output at the current moment is calculated as
follows:

c=q(sp>85 -

Y = g(yt—pht’ c). (7)

3.3. LSTM Based on Attention Mechanism. Time series
forecasting mainly faces two major problems. The first is that
the target sequence in the time sequence is affected by
multiple input feature sequences. Therefore, the influence of
multiple input features on the target sequence changes over
time, and the degree of influence of different input features is
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FiGure 2: Encoder-decoder model of attention mechanism.

different. The second is the time correlation of the time
series. The data before and after each series have a strong
time correlation. Within a certain period of time, there is a
strong interaction between the series. These time variables
have different effects on the target sequence. When using
traditional models for analysis, the impact of this interaction
will be ignored, resulting in insufficient generalization ca-
pabilities of the model.

To solve the abovementioned problems in time series
prediction, the attention mechanism can be added to the
encoder and decoder parts of the encoder-decoder model. The
feature attention mechanism is introduced into the encoder to
calculate the attention weight of the input feature at the
current moment. This weight indicates the importance of the
input feature to the current target task. The sum of the at-
tention weights of all input features is equal to 1, which
completes the enhancement of key information and dilutes
the information of general importance. The original input
features are weighted according to the size of the attention
weight, and the intermediate vector representing the updated
information is obtained. A time attention mechanism is in-
troduced into the decoder, and a neural network is used to
comprehensively process the time sequence of the interme-
diate vector and input information at the current moment,
thereby obtaining the predicted output at the next moment.

4. Experiments and Results

4.1. Hyperparameter Settings. The LSTM neural network
model based on attention mechanism proposed in the
previous section is referred to as ATT-LSTM model. In the
prediction research of stock index in this section, the input
characteristics of the LSTM model and ATT-LSTM model
are the closing price, opening price, maximum price,
minimum price, rising/falling price, and trading volume of
the stock index, and the output is the predicted closing price
of the next trading day. The number of neurons in the input
and output layers is 6 and 1, respectively. In this section, the
research on predicting the closing price of individual stocks
is also added. In addition to the six features used in pre-
dicting the stock index above, the input features of the model
are also added: the turnover ratio of individual stocks,
volume ratio, price-earnings ratio, price-to-book ratio,
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price-to-sales ratio, and total market value. The number of
neurons in the input layer and output layer is 12 and 1,
respectively. In the study of stock index and individual stock,
the number of neurons in the hidden layer of both models is
128. ReLU function is used for activation function, MSE is
used for loss function, and the Adam algorithm is used for
the model learning algorithm. In order to verify the influ-
ence of time step on the predicted results, the LSTM model
and ATT-LSTM encoder and decoder used LSTM time step
which are set to groups for comparative analysis.

4.2. Experimental Results. The forecast results of the closing
price of the Shanghai and Shenzhen 300 Index in this paper are
fitted into a graph as shown in Figure 3 (the abscissa is time, the
ordinate is stock index prices, the blue curve is the predicted
value, and the yellow curve is the true value). Observing the
curve of the fitted graph and comparing the predicted result
with the actual result, we can find the following.

(1) The predicted value of the forecast model for the
closing price of the Shanghai and Shenzhen 300
Index is basically consistent with the true value in the
overall trend. The predicted value is very close to the
actual value, and the degree of deviation is low.
However, it can be clearly seen from Figure 3 that
during the period of the 2015 stock market crash,
although the predicted value of the model is basically
the same as the real value in trend, there is a large gap
between the predicted value and the actual value.
Considering that China’s stock market is a devel-
oping policy market, the trading mechanism is
immature and easily affected by policies, so the
model has a certain degree of failure.

(2) There is a certain lag between the predicted value of
the model and the actual value, which is manifested
as the right deviation of the overall true value curve
of the predicted value curve. The predicted value in
the rising interval is mostly lower than the true value,
and the predicted value in the falling interval is
mostly higher than the true value. Since the pre-
diction of the model is usually based on past his-
torical data, there will inevitably be a lag in the
prediction results whether the lagging line affects the
forecast results and the elimination of lagging still
needs to be studied in depth.

In addition, the model trained with 160 stocks of the CSI
300 is recorded as M1, the model trained with 16 stocks of
the banking category is recorded as M2, and the model
trained with 14 stocks of the securities category is recorded
as M3. It can be seen from Figures 4 and 5 that the M1 and
M3 models have converged after about 100 iterations. From
Figure 6, it can be seen that the M2 model converges after
about 80 iterations. In the subsequent iterative training
process, the loss function value of the verification set begins
to oscillate, indicating that the model has overfitting.
Therefore, when testing the model with the test set, the
checkpoint model with the minimum loss function is
selected.
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5. Conclusion

In this paper, we adopt an encoder-decoder model of at-
tention mechanism, adding attention mechanism from both
features and time. Both encoder and decoder use LSTM
neural network. This method solves two problems in time
series prediction. The first problem is that multiple input
features have different degrees of influence on the target
sequence. The feature attention mechanism is used to deal
with this problem, and the weights of different input features
can be obtained. A more robust feature association rela-
tionship is obtained; the second problem is that the data
before and after the sequence have a strong time correlation.
The time attention mechanism is used to deal with this
problem, and the weights at different time points can be
obtained to obtain more robustness and good timing de-
pendencies. The simulation experiment results show that the
introduction of the attention mechanism can obtain lower
forecast errors, which proves the effectiveness of the model
in dealing with stock forecasting problems.
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