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Human-computer interaction technology simplifies the complicated procedures, which aims at solving the problems of inad-
equate description and low recognition rate of dance action, studying the action recognition method of dance video image based
on human-computer interaction. /is method constructs the recognition process based on human-computer interaction
technology, constructs the human skeleton model according to the spatial position of skeleton, motion characteristics of skeleton,
and change angles of skeleton, describes the dance posture features by generating skeleton node graph, and extracts the key frames
of dance video image by using the clustering algorithm to recognize the dance action. /e experimental results show that the
recognition rate of this method under different entropy values is not less than 88%. Under the test conditions of complex, dark,
bright, and multiuser interference, this method can make the model to describe the dance posture accurately. Furthermore, the
average recognition rates are 93.43%, 91.27%, 97.15%, and 89.99%, respectively. It is suitable for action recognition of most dance
video images.

1. Introduction

Action recognition is one of the focus in current research
studies. Many scholars have optimized and innovated the
action recognition technology according to the character-
istics of action changes and human body structure [1, 2].
Among them, the documents [3] optimized the action
recognition method by using the improved deep convolu-
tion neural network and built a new recognition network by
combining the Google Net network model with the idea of
batch normalization transformation. /e 4 documents [4]
introduced the MEMS sensor network to collect the ac-
celeration and angular velocity of gymnastics and recognized
gymnastic movements by the classification model based on
standard deviation, mean square error, and other classifi-
cation feature of parameter setting, which has a high rec-
ognition rate.

However, when the background of the video image is
complex, the light is weak, or there is multiuser interference,

the recognition rate of the previous research methods will be
greatly reduced. In the broadest sense, human-computer
interaction includes the interaction between human and
machine, human and computer, and human and robot. In
the past few years, human-computer interaction technology
has been widely used in various industries and has good
development in education, medical treatment,
manufacturing, and other aspects, which can improve the
display effect of action recognition effect. So, it is necessary
to develop a new action recognition method of dance video
image based on human-computer interaction technology.

2. Action Recognition Method of Dance Video
Image Based on Human-
Computer Interaction

2.1. Construction ofHuman SkeletonModel Based onHuman-
Computer Interaction. Our human skeleton consists of more
than 200 skeleton nodes, and each node has its own degree of
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freedom. In order to recognize dance action, the human
skeleton model has a certain complexity. /is study adds
Kinect device to the action recognition method and replaces
all skeleton information with joint points and then generates
the joint point image which is consistent with the contour of
the human body by human-computer interaction technol-
ogy, which all aims to feedback the correlation between
skeletons and joint nodes.

Generated by Kinect device, the nodes of hands, wrists,
feet, and ankles are closer. In order to simplify the calcu-
lation, the nodes such as wrist and ankle are removed to
optimize the human skeleton model. In view of the spatial
position of skeletons, this paper studies the changes of
skeleton position caused by dance movements at a certain
time [5, 6]. Taking the two actions of raising hands and
kicking as examples, the lower body is still when raising
hands, while the upper body is relatively still when kicking.
Based on this, this study regards the neck as a central node,
takes the neck node as the center, constructs the spatial
position structure of the model, establishes the space co-
ordinate system by taking other skeleton nodes as the center,
and then uses the coordinates of other points to do sub-
traction. It can get the following results:

Hab � ri − rj|, i, j � 1, 2, . . . , N, i≠ j . (1)

In the formula, Hab represents an eigenvector whose
coordinate is (a, b); ri and rj represent the horizontal co-
ordinate of two adjacent skeleton nodes i and j on the same
frame, respectively; and N represents the total number of
nodes. Because there are differences in dancers’ figure, the
position from head to spine center is different. In order to
minimize the influence, this design method calculates the
absolute length from head to spinal center of identified
dancer according to the calculation result of formula (1) and
reduces the effects of figure difference. /e formula is as
follows:

Hab
′ �

Hab

L
. (2)

In the formula, a represents the actual eigenvector under
adaptive change and L represents the absolute length from
head to spinal center. It is known that dancing is a dynamic
movement process, so the constructed model needs to have
the ability of dynamic change, which can generate matching
recognition results according to the change of each frame in
the video sequence [7–10]. /erefore, this method can
calculate every skeleton node by subtraction based on the
principle of difference operation between frames.

Hbb
′ � r
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j |, i, j � 1, 2, . . . , N . (3)

In the formula, α and β represent the frame sequence of
two continuous changing actions, respectively. /e gener-
ation of dance action depends on the skeleton angle, so the
model also needs to have the basic characteristics of angle
changes of skeleton. If the azimuth angle and elevation angle
of the skeleton are set as θ and c, it also can obtain the
skeleton recognition angle of the model through the fol-
lowing equations:
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Substituting the calculation results of formulae (2)–(4)
into the human skeleton model, the recognition of human
skeleton motion features in the dance video images under
the human-computer interaction technology [11, 12] can be
realized.

/e model minimizes the influence of dancers’ body
difference through formula (2) and obtains more accurate
action recognition results. With the support of formula (3),
the model has the ability of dynamic change and generates
matching recognition results according to the change of each
frame of video sequence. /e model has the basic charac-
teristics of bone angle change under formula (4), so it can
recognize the characteristics of human bone movement in
dance video images based on human-computer interaction
technology [11, 12].

2.2. Description of Dance Posture Characteristics. Dance
movement can be seen as a combination of multiple postures
on the timeline, and its complexity and duration determine
the length of the posture sequence. /e skeleton feature
recognition nodes of different dance postures can be ob-
tained based on the above model. Under the control of
human-computer interaction technology, the human skel-
eton model generates the posture according to the distance
characteristics between the specific joint point and the
central joint, among which 10 nodes were the most stable
feature joint points.

According to the characteristic joint node
gt

i � (xt
i , yt

i , zt
i) and the “SpineBase” node gt

0 � (xt
0, yt

0, zt
0),

it can calculate the relative distance between them and
describe the dance posture at t time according to the result,
in which i � 1, 2, . . . , 10. /e formula is as follows:
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In the formula, Gt
i represents the spatial coordinates of

the i-th characteristic joint point at the time t and Gt
0

represents the initial node coordinate. In order to eliminate
the movement differences caused by height, body shape, and
other aspects, this model deals with the skeleton distance
characteristics of different people by the equal proportion
method and distinguishes the directional characteristics of
dance movements of left and right, up and down, and so on
[13, 14]. It is known that the ratio of length of joint skeleton
to height is constant. If the distance feature is multiplied by
the height scale factor λ, then λ � 1/Δy can be obtained, in
which Δy represents the absolute value of the y coordinate
difference between “Head” joint and “FootLeft” joint
[15–18]. Assuming that frame number of dance video image
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is M, then the distance characteristic matrix of n∗M di-
mension is as follows:
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According to the above process, this model realizes the
recognition of dance video movements and describes the
characteristics of dance posture. /e description of recog-
nition node of dancers’ skeleton feature on the timeline is
shown in Figure 1.

According to Figure 1, it can predict human activity
intention and performance with high accuracy by deter-
mining the posture and motion of the specific dancer’s
skeleton feature recognition node on a given timeline. Al-
though different people have different sizes and shapes of
skeleton, their motion performance is similar when they
perform similar movements. /erefore, for a given move-
ment, the speed and acceleration of joint points are more
stable than the position information of dancers’ skeleton
feature recognition node.

2.3. Image Action Recognition by Extracting Key Frame.
/e sample video sequence of dance movements is estab-
lished based on the description results of dance posture
features, which is represented by p(1), p(2), . . . , p(M) . And
there is p(i) ∈W(M). Here, p(i) represents the 3D coordinate
position vector of the joint point in the ith frame of the
sequence; W(M) represents the set of vectors; and
c(1), c(2), . . . , c(k)  represents the extracted sample centers
whose number is k. k cluster centroids are selected randomly
and represented by o1, o2, . . . , oK , respectively,

o1, o2, . . . , oK  ∈W(M) [19, 20]. It can calculate that the
minimum distance between the sample and k cluster cen-
troid in the random sample p(i), and the formula is as
follows:

D � argmin
M
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K
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p
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2
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In the formula, D represents the minimum distance
between the sample and the centroid. It can classify the
samples into a class set that should belong to a certain feature
according to the above calculation results, and then the
centroid is recalculated for each class.
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M
i�1 lijp
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M
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. (8)

In the formula, lij represents the feedback constant when
the vector p(i) is classified; lij � 1 exists when the class is j;
otherwise, lij � 0 [21, 22]. k sample centers are returned
according to the calculation results, and the above steps are
repeated until the convergence is completed.

/e frame clustering is completed according to the above
process, and the Euclidean distance is calculated between the
sample and the mth frame. /e formula is as follows:

I � dis xi1, yi2, zi3( , xm1, ym2, zm3( 


, . . . , dis xij, yij, zij , xmj, ymj, zmj 


 . (9)

After calculating the Euclidean distance for all the frames
of the dance video image, the minimum value of
dis|(xij, yij, zij), (xmj, ymj, zmj)| is recorded as 1, otherwise as
0./e extraction of key frames is completed so far. According

to the deep fusion feature of the result, namely, the fusion of
the location feature and the angle feature of the joint points,
the movement recognition of the dance video image is re-
alized based on the human-computer interaction [23–25].
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Figure 1: Identify nodes of dancer skeleton feature.
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3. Case Testing

3.1. Setup Human-Computer Interaction Test Environment.
/e design of the interactive interface can be realized
through Windows Presentation Foundation. In order to
ensure the stability of the test, this example selects a four-
wheel robot for man-machine interaction, and the upper
limb of the robot can simulate human arm movement. /is
example sets 10 kinds of dance movements according to the
human-computer interaction technology./e action picture
is shown in Figure 2.

/e robot can recognize actions and make corre-
sponding postures according to the ten groups of dance
action images in Figure 2. /e recognition device of the
robot is shown in Figure 3.

/e robot can recognize the movements of these dance
video images and make corresponding gestures. /e rec-
ognition device is shown in Figure 3.

In Figure 3, the speed control is a very important link in
the robot driving process. /e four-wheel self identification
robot can adjust driving force according to the position
signal collected by the recognition device. If the driving force
is greater than the resistance, the robot will continue to
accelerate at a certain acceleration. And it is easy to rush out
as turn the corner when the speed is too high. In the same
way, if the driving force is less than the resistance, the robot
will continue to slow down. /e robot tested in this example
must keep the corresponding speed according to the actual
situation, which is to ensure the unique variable in the
process of human-computer interaction and simulation.

/e human-computer interaction interface is shown in
Figure 4.

In the human-computer interaction display interface, the
first step is to record the dance video. During this process, the
recorder should stand within the effective recognition range of
the Kinect sensor. At this time, the skeleton image and dance
video image can be shown in the interface. And the name of the
recorded action in ComboBox control is selected. /e second
step is to click “Motion capture,” and the human-computer
interface display comes into 3S countdown. /e recorder can
start to show the dance movements after timing. /e interface
uploads the action feature data to the buffer in real time and
starts to enter the action recognition program, while recorder
can check action recognition effect. If the dancemovements are
not standard or the collected data are not comprehensive, it
needs to record again. /e last step is to record 10 kinds of
dance movements one by one according to the above process,
then click “Save to Template. txt” to store the data, establish the
action template library, update the system interface, open
“Load Ation Template,” and finally enter the action recognition
test stage after generating all the data.

In order to setup human-computer interaction test
environment, it is necessary to turn on the switch of the
robot, connect the Bluetooth of the robot’s main controller
with the Bluetooth adapter of the computer, and select the
communication serial port and baud rate. /en, it is also
important to click the “Open/Close COM” button to es-
tablish effective communication between the robot and the
computer. /e recorder can control the robot through its

own actions. According to the recognition results of the
video image of the recorder’s dance movements, this test
evaluates the action recognition method based on human-
computer interaction and analyzes the overall performance
and robustness of the method.

3.2. Overall Performance Evaluation. It is known that dif-
ferent joint points have different abilities to describe actions. So,
its contribution can be described by information entropy,
among which the joint points are lower than the threshold
value that needs to be eliminated. /is study determines the
threshold value according to the recognition rate and gets
information entropy threshold. /e formula is as follows:

s �
n1

n1 + n2
. (10)

In the formula, s represents the average recognition rate
of 10 dance movements and n1 and n2 represent the times of
recognition successes and recognition failures, respectively.
Assuming that the threshold is K, the interval is set to 0.05
according to the equal interval value method when
K ∈ [0.05, 0.95]. /e recognition rate under different en-
tropy values is shown in Figure 5.

According to the test results in Figure 5, the recognition
rate is the highest when K � 0.25 and s � 0.9762. When the
value of K continues to increase, the value of s decreases.
Because the entropy value of some joint points with large
contribution will be less than the threshold value when the
value of K is too large, it always filters out these joint points.
So, it will influence the action display effect of the robot in
the process of action recognition. According to the test
results shown in Figure 5, with the increase in K value, the
overall result is above 0.88 although the value of average
recognition rate s decreased somewhat, which indicates that
this method is practical and can be applied to the action test.

3.3. Robustness Testing. In order to achieve a good test effect
of action recognition in different dance video images, the test
verifies whether the recognition method can successfully
recognize the dance movement under the condition of
different background environment, different ambient light,
and the presence of multiuser interference.

Figure 5 shows the action recognition effect based on the
above test conditions.

According to Figure 6, it can be seen that under different
background environments, the recognition methods based
on human-computer interaction can use the constructed
human skeleton model to describe the characteristics of
dance posture accurately.

/is test sets 10 groups of actions and calculates the
average recognition effect of 10 groups of actions in four test
environments. Taking the example of lifting the left arm,
swinging the right hand backward, and lifting the left leg, the
simulation diagram is shown in Figure 7.

For the simulation recognition results obtained under
the human-computer interaction technology and the
quantization processing, it is processed quantitatively. /e
quantization results are shown in Table 1.
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Figure 2: 10 groups of dance actions in the experiment.

Figure 3: Recognition device of four-wheel robot.
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Figure 4: Display interface of human-computer interaction.
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Figure 5: Recognition rate under different entropy values.
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Figure 6: Continued.
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Figure 6: Recognition effect: (a) complex environment; (b) dark environment; (c) bright environment; (d) multiuser interference
environment.
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Figure 7: Simulation recognition results based on human-computer interaction technology: (a) the right hand swings backward; (b) the left
arm up; (c) the left leg up.
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According to Table 1, it can be seen that the average
values of four groups of test results are 93.43%, 91.27%,
97.15%, and 89.99%, respectively. Based on the above test
results, it shows that the action recognition method of dance
video image based on human-computer interaction can
obtain more accurate recognition results under different test
backgrounds.

4. Conclusion

/is research takes human-computer interaction technology
as the innovation point, studies a new action recognition
method, and completes the recognition of specific dance
video image action through human-computer interaction.
/e experimental results show that

(1) /e joint points of the human are mainly distributed
in the limbs. /e human skeleton model can be built
combined with the joint points of the upper limbs,
lower limbs, head, neck, and shoulders. Its principle
is to accurately record the movement of each joint
point and recognize the movements of the dancer in
the process of various movements so as to output the
correct human motion skeleton. With the human
motion skeleton model, the recognition accuracy
and efficiency of the computer vision system can be
significantly improved. /e human skeleton model
based on human-computer interaction technology
can accurately describe the characteristics of dance
posture and make the recognition rate of the method
in the range of 0.8865–0.9762 under different en-
tropy values.

(2) Using the clustering algorithm to extract key frames
of dance video image can reduce the influence of
interference environment on recognition effect. In
the experimental results, the average recognition
rates in complex environment, dark environment,
bright environment, and multiuser interference
environment are 93.43%, 91.27%, 97.15%, and
89.99%, respectively. /e above data prove that the
proposed method is robust and suitable for motion
recognition of most dance video images.

/is research takes human-computer interaction tech-
nology as the innovation point, studies a new action

recognition method, and recognizes the action in dance
video image by human-computer interaction. However, as a
result of the test time is insufficient and experimental test
preparation is hasty, there are some certain limitations in
terms of test location and setting different test environment.
In the future research, we can set more experimental test
conditions, but not limited to the different gender, body
shape of the recording object, and dance actions of different
difficulties, so as to provide more detailed and accurate
research results for the development of new recognition
technology.
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