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*e proportionate affine projection sign subband adaptive filter (PAP-SSAF) has a better performance than the affine projection
sign subband adaptive filter (AP-SSAF) when we eliminate the echoes. Still, the robustness of the PAP-SSAF algorithm is
insufficient under unknown environmental conditions. Besides, the best balance remains to be found between low steady-state
misalignment and fast convergence rate. In order to solve this problem, we propose a normalized combination of PAP-SSAF
(NCPAP-SSAF) based on the normalized adaption schema. In this paper, a power normalization adaptive rule for mixing
parameters is proposed to further improve the performance of the NCPAP-SSAF algorithm. By using Nesterov’s accelerated
gradient (NAG)method, the mixing parameter of the control combination can be obtained with less time consumed when we take
the l1-norm of the subband error as the cost function. We also test the algorithmic complexity and memory requirements to
illustrate the rationality of our method. In brief, our study contributes a novel adaptive filter algorithm, accelerating the
convergence speed, reducing the steady-state error, and improving the robustness. *us, the proposed method can be utilized to
improve the performance of echo cancellation. We will optimize the combination structure and simplify unnecessary calculations
to reduce the algorithm’s computational complexity in future research.

1. Introduction

Adaptive filters are important components of many signal
processing applications, such as echo cancellation, system
identification, channel equalization, and so on [1, 2]. Echo
cancellation is the process of extracting pure signals from
echo corrupted signals. *e adaptive filter for the echo
cancellation system is generally designed in the frequency
domain. Otherwise, the length of the designed filter tap
might be unexpected in the time domain. *e prominent of
the least mean squares (LMS), normalized LMS(NLMS), and
Filtered-x LMS(FxLMS) are simple and reliable [3, 4].
However, for colored inputs, their performance will degrade,
especially for the speech input signals [5]. Exploiting the
multiple regression, the affine projection algorithm (APA)
can improve convergence performance but at the cost of
high computational complexity. Besides, the normalized
subband adaptive filter (NSAF) could also speed up the
convergence [6]. *is kind of algorithm is presented from

the principle of minimum disturbance, and it processes the
colored input signals by analyzing filter banks [7]. Das and
Trivedi proved that the rate of convergence can also be
improved by using the proportional normalization method
in the adaptive filter. However, the sparseness of impulse
response still impacts its performance [8].

In real life, the noise is complex and does not meet the
Gaussian distribution, and many adaptive algorithms suffer
reduced convergence rate under the impulsive noise envi-
ronment due to the l2-norm optimization criterion [9]. *e
sign-algorithms family has the ability to resist the impulse
noise disturbance. However, the convergence speed of SSAF
is very slow and cannot be accelerated by increasing the
number of subbands. In addition, if the impulse response of
the echo path is sparse, the convergence speed of SSAF will
further decrease. In order to speed up the convergence rate
of the algorithm, Ni, J et al. proposed variable regularization
parameter SSAF (VRP-SSAF) to further improve perfor-
mance [10, 11].
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In recent years, researchers proposed many modified
SSAF have to accelerate the convergence. By adopting the
idea of multiple regression, the APA algorithm shows better
performance, which brings new inspiration to further
studies. Reference [7] proposes an AP-SSAF algorithm that
uses multiple previous input vectors to update the weight
vector. Yu and Zhao discovered a phenomenon that the filter
performance would decrease when all the subbands use the
same common weighting factor [12]. To solve this problem,
they proposed the method called the individual-weighting-
factor SSAF (IWF-SSAF), which allocates an individual
weighting factor for each subband. However, in many sit-
uations, the echo path impulse responses are sparse, so that
these above-modified algorithms converge slowly [13]. For
the sparse echo paths, these following mentioned algorithms
can incorporate a gain distribution matrix into their
adaptions. Consequently, considering the sparsity of the
impulse responses, the SSAF, AP-SSAF, and IWF-SSAF were
improved to P-SSAF, PAP-SSAF, and IWF-IP-SSAF, re-
spectively [14–17].

Now we know that because of using the fixed step size,
the standard SSAF algorithm and the modified SSAF al-
gorithm should find the best point between fast convergence
rate and low steady-state misalignment. To solve this
problem, many variable step-size algorithms have been
proposed [18–20], but all these algorithms need to incor-
porate the a priori information into the learning mechanism.
However, it is difficult to obtain them from the real world.

In addition to the variable step size algorithmmentioned
above, the combinatorial method, which combines two
different step size filters by using mixing parameters, keeps a
balance of optimal performance between the convergence
rate and the steady-state error [21]. And it is also called
convex combination because the mixing parameter ranges
between 0 and 1. *is algorithm uses a random gradient
descent algorithm to determine the optimal solution. *e
improved convex combination normalized subband adap-
tive filter (ICNSAF) can achieve the desired performance
without the information of the subband noise power.
Considering the impulse noise, Lu et al. proposed a novel
combination approach of the AP-SSAF, which uses weight
transfer of coefficients to obtain fast convergence speed
during the transition stage [22]. By applying the convex
combination scheme to IWF-SSAF and cyclically returning
the weight vector of the combined filter to both component
filters, Yu et al. proposed the combined IWF-SSAF with
weight feedback. Although the above-proposed combination
algorithms improve the performance of adaptive filters to
some extent, there are still two problems to be solved. First,
the above algorithms do not achieve good adaptability in
terms of mixing parameter step size, which is a major factor
affecting the adaptability of the filter. To correctly adjust the
step size of the mixing parameter, we also need to consider
some characteristics of the filtering scheme, such as input
signal and additive noise power, or the step size of the
adaptive filter included in the combination [23]. Second,

they rarely considered the sparsity of impulse response,
resulting in weak robustness of the filters in this situation
[24, 25].

In this paper, the normalized combination of PAP-SSAF
(NCPAP-SSAF) was proposed to deal with these defects,
which adjusts the mixing parameter by means of the power
normalization. Compared with other adaptive filter algo-
rithms, the algorithm NCPAP-SSAF we proposed is robust
in impulse noise environment. which is confirmed in the
simulation results. In contrast to the standard PAP-SSAF
algorithm, the proposed algorithm has the following
characteristics:

(i) In order to accelerate convergence and improve
robustness against impulse noise, the l1-norm of
subband error is used as the cost function in this
paper. *en the mixing parameter of the combi-
nation is obtained by using a Nesterov’s accelerated
gradient (NAG) method.

(ii) NCPAP-SSAF algorithm normalizes the step size of
the mixing parameter so that it is independent of the
signal-to-noise ratio (SNR). *e improvement makes
the adaptive filter easy to select the step size and shows
a robust behavior against unknown environmental
conditions such as the “double-talk” scene.

2. Background of PAP-SSAF

*e algorithm we proposed in this paper is an optimizing
method based on the PAP-SSAF algorithm in convergence
rate and steady-state error. *erefore, it is necessary to
introduce this algorithm first.

At the beginning, we analyze the mathematical model
parameters of a typical echo canceller. *e input signal
vector u(n) is filtered through the unknown impulse re-
sponse w(n) � [w0(n), w1(n), . . ., wL− 1(n)]

T to observe the
desired signal, where L is the length of the impulse response.
*is process can be described as follows: d(n)�

uT(n)w(n)+v(n), where v(n) represents the background
noise, and superscript T represents transpose of matrix and
u(n)� [u(n), u(n − 1), . . ., u(n − L+ 1)]T. We define N as the
number of subbands, d(n) as the microphone signal, and
u(n) as the far-end signal in the described adaptive filter
structure. First, bymeans of the analysis filters, d(n) and u(n)
are stripped into N subband signals as di(n) and ui(n), in
which i� 0, 1, . . .,N − 1. After the subband input signal uj(n)
passing through the adaptive filter W(z, k), we can get the
subband output signal yi(n). *e letter n represents the
original sequence; k represents index decimated sequences.
*e results obtained from N-decimation of the filter are
di,D(k) and yi,D(k). *e decimated subband error signal can
be expressed as follows: ei,D(k) � di,D(k) − ui(k)w(k),
where w(k) is the tap-weight vector of the adaptive filter
W(z, k). After that, we use μ to represent the step length of
the filter. *en, we can formulate the update of the SSAF as
in the following equation:
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w(k + 1) � w(k) + μ
UA(k)sgn εA(k) 

������������������������������������

UA(k)sgn εA(k)  
T UA(k)sgn εA(k)   + δ

 , (1)

where εA represents posteriori subband error, and sgn[·] is
the sign function. δ is the regularization factor which is a
small constant to avoid numerator divided by zero. Inspired
by the APA, Ni et al. in [7] proposed a method that used
several previous input vectors to update the tap-weight
vector, which they called it AP-SSAF. In each subband, we
collect the nearest L-th desired subband signals to generate
the i-th desired subband signal vector. Similarly, we collect
the subband input vectors to generate the input signal
matrix.

di(k) � di,D(k), di,D(k − 1), . . . , di,D(k − L + 1) 
T
,

Ui(k) � ui(k), ui(k − 1), . . . ,ui(k − L + 1) .
(2)

In AP-SSAF, it is necessary to obtain the prior subband
error and the posterior subband error. Prior error is referred
to as in the following equation:

eA(k) � dA(k) − UT
A(k)w(k). (3)

Posteriori error is referred to as in the following
equation:

εA(k) � dA(k) − UT
A(k)w(k + 1). (4)

where,

dA(k) � dT
0 (k), dT

1 (k), . . . , dT
N− 1(k) 

T
,

UA(k) � U0(k),U1(k), . . . ,UN− 1(k) .
(5)

To formulate the AP-SSAF, it should follow constrained
optimization problem as in the following equation:

min
w(k+1)

dA(k) − UT
A(k)w(k + 1)

����
����1, (6)

subject to ‖w(k + 1) − w(k)‖
2
2 ≤ μ

2
, (7)

where ‖ · ‖1 and ‖ · ‖2 represent the l1-norm and l2-norm,
respectively. By using the Lagrange multiplier method, the
unconstrained optimization problem can be used to replace
the above-constrained optimization problem, that is to say
that we use the subband error vector eA instead of the
posteriori subband error vector εA in equation (1). Ac-
cordingly, the renewal equation of AP-SSAF is as follows:

w(k + 1) � w(k) + μ
UA(k)sgn eA(k) 

������������������������������������

UA(k)sgn eA(k)  
T UA(k)sgn eA(k)   + δ

 . (8)

In the real world, there is the fact that the echo path
impulse response is usually sparse and most of the filter
coefficients are extremely close to zero. To solve this
problem, the work in [26] combined the proportionate idea
with the AP-SSAF, which is called the PAP-SSAF, and the
updated equation of the PAP-SSAF is as follows:

w(k + 1) � w(k) + μ
G(k)UA(k)sgn eA(k) 

������������������������

G(k)UA(k)sgn eA(k) 
����

����
2
2 + δ

 .

(9)

In equation (9), G(k)� diag[g1(k), g2(k), . . ., gk(k)] is a
proportionate diagonal matrix. *ere are many algorithms
that have been proposed to calculate the diagonal matrix
[27]. Among them, a typical method shows robustness in the
condition of the impulse response. *is method has been
used in the PAP-SSAF, and it will be used in our research as
well. *e diagonal elements from G(k) are calculated by the
following:

gm(n) �
1 − β
2M

+(1 + β)
wm(n)




‖w(n)‖1 + ε
, m � 1, 2, . . . , M.

(10)

3. Proposed NCPAP-SSAF

3.1. +e Algorithm Design of NCPAP-SSAF. *e step size
has a great influence on the convergence performance. In
terms of the adaptive filter, on the one hand, if the step size
is large, the adaptive filter convergence is very fast, but it
will lead to a larger steady-state error. On the other hand,
the step size is small and then the convergence is slow, but
there is a small steady-state error. *e basic principle of the
convex combination algorithm is combining two filters
with different step sizes, which update independently.
Consequently, the final filter inherits the advantages of the
two filters.

For simplicity, we show one of all the subband
structures of the convex combination method in Figure 1
w1(k) denotes the filter vector with a large step size
and w2(k) denotes that with a small step size. *e sub-
band output signal of each filter is yi,D,j(k) � wT

j (k)uj(n)

and the subband error is ei,D,j(k) � di,D(k) − yi,D,j(k),
where i � 0, 1, . . ., N − 1, j � 1, 2. In the combined filter
structure, the two filters do not affect each other and
update independently. *ey update according to the
following:
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wj(k + 1) � wj(k) + μj

Gj(k)UA(k)sgn eA,j(k) 
��������������������������

Gj(k)UA(k)sgn eA,j(k) 
�����

�����
2

2
+ δ

 ,

(11)

eA,j(k) � dA(k) − UT
A(k)wj(k), j � 1, 2. (12)

We obtain the final output by combining the subband
output of two filters, as follows:

yi,D(k) � λ(k)yi,D,1(k) +[1 − λ(k)]yi,D,2(k), (13)

where λ(k) is the mixing parameter. *us, the overall error
can be expressed as follows:

eA(k) � λ(k)eA,1(k) +[1 − λ(k)]eA,2(k). (14)

*e weight vector of the combination filter is referred to
as follows:

w(k) � λ(k)w1(k) +[1 − λ(k)]w2(k). (15)

Since the value of λ(k) ∈ [0, 1], this kind of combination
method is named as convex combination and has usually
been utilized in combinational filters. λ(k) is calculated by
the sigmoid function as follows:

λ(k) �
1

1 + e
− α(k)

 
. (16)

*emain problem in designing a convex composite filter
is how to find the appropriate value of α(k) to make themean
square error of the error signal minimized. For a lossless
filter bank, the power of the output error is equal to the sum
of the powers of the subband errors [28]. *e traditional
convex combination algorithm uses the stochastic gradient
method to determine the mixing parameter. However, its
convergence performance is unsatisfactory, so that the filter
cannot track the system quickly. In order to solve this
problem and improve the capability of impulse noise sup-
pression, we use the Nesterov’s accelerated gradient (NAG)
method to determine the mixing parameter.

*e key point of the Nesterov’s accelerated gradient
algorithm is illustrated as shown in Figure 2. NAG can be
unfolded into two steps: Firstly, we calculate the update
vector α(k) according to the past time step α(k − 1) and the
gradient ∇αJ(k) obtained from the next position of the

parameters. Note that computing J(k) gives us a rough idea
of where our parameters are going to be. And we can look
“ahead” by calculating the gradient not w.r.t. to the current
parameters α(k − 1) but w.r.t. the approximate future po-
sition of the parameters. Finally, we update the parameter
α(k) and accomplish this iteration. *erefore, it will not stop
convergence before beyond the region of local optimal
solution.

J(k) � 
N− 1

i�0
ei,D(k)


. (17)

*ismethod can minimize cost function as equation (19)
[29]:

*e update equation for α(k) is given by the following
equation:

α(k) � α(k − 1) − vk, (18)

vk � cvk− 1 − μα∇αJ(k), (19)

∇αJ(k) � − λ(k)[1 − λ(k)] 
N− 1

i�0
sgn ei,D(k) 

· yi,D,1(k) − yi,D,2(k) ,

(20)

where vk is the momentum, c is a constant number named
momentum factor, and it ranges between zero and one, and
μα> 0 is the step size. It can be seen that the NAG is the same
as the stochastic gradient method when c � 0. Reference [16]
points out that α(k) is limited to a symmetrical interval [− α+,
α+] to meet the minimum level of adaptation. *e experi-
mental results in [16] indicate that the optimal value of α+
should be set to 4, while the value of λ(k) is restricted in the
range of [0.018 0.982].

3.2. Power Normalized Rule for Adapting the Mixing
Parameter. When the value of the mixing parameter step μα
is reasonable, the update equation of α(k) can provide good
performance for the whole system. However, the value of μα
is related to many factors of the filter, such as input signals
and additive noise power and the step size of the adaptive
filter. *erefore, it is necessary to normalize the mixing
parameter step μα. Substituting equations (19) and (20) into
the update equation (18), we get the following:

Hi (z)

Hi (z)
di (n)

ui (n)

yi,2 (n)

yi,D,1 (k)

di,D (k)

ei,D1 (k)

yi,D (k)λ (k)

1–λ (k)
yi,D,2 (k)

ei,D,2 (k)

ei,D (k)

yi,1 (n)
w1 (k)

w0
+

+

w2 (k)

u (n) 

d (n)

η (n)

∑

∑
∑

∑

∑

+

–

–

–

+

+

++

N←

N←

N←

Figure 1: Structure of one subband in the proposed filter.
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α(k) � α(k − 1) − cvt− 1 − μαλ(k)[1 − λ(k)]

· yD,1(k) − yD,2(k) 
T
sgn eD(k) .

(21)

In equation (21), eD(k)� [e0,D(k), e1,D(k), . . ., eN− 1,D(k)]T
denotes the overall error vector, and yD,j(k)� [y0,D,j(k),
y1,D,j(k), . . ., yN− 1,D,j(k)]T (j� 1, 2) denotes the output of each
filter.

Under the condition that N� 1, the filter can be seen as a
full band filter, and the signal has no use for analysis and
reconstruction. *e adaptive rule of mixing parameter is
equivalent to the sign-error-LMS algorithm, where μαλ(k)
[1 − λ(k)] is the varying step size and the input signal is
[e0,D,1(k) − e0,D,2(k)]. *e reason for this equivalent analysis
is that the output of the combinational filter can be expressed
as follows:

y0,D(k) � λ(k)y0,D,1(k) +[1 − λ(k)]y0,D,2(k)

� y0,D,2(k) + λ(k) y0,D,1(k) − y0,D,2(k) 

� y0,D,2(k) + λ(k) e0,D,1(k) − e0,D,2(k) .

(22)

So the overall combination scheme can be seen as a two-
layer adaptive filter. According to their own rules, the two-
component filters operate independently in the first layer.
In the second layer, the output error of the two combi-
nation filters in the first layer is taken as input so that the
norm of the overall output error is minimized. Since
[e0,D,1(k) − e0,D,2(k)] is the input signal at this level, it makes
sense to use the above adaptive scheme. Reference [30]
proved that the system performance of ε-normalized-SLMS
(NSLMS) is better than SLMS. According to this conclu-
sion, if we replace SLMS with NSLMS in the update of α(k),
the system performance will be further improved. After
normalized, the update equation of α(k) is referred to as
follows:

α(k) � α(k − 1) − cvt− 1 − μαλ(k)[1 − λ(k)]

·
e0,D,1(k) − e0,D,2(k)

e0,D,1(k) − e0,D,2(k) 
2 sgn e0,D(k) .

(23)

However, the instantaneous value [e0,D,1(k) − e0,D,2(k)]2
is an inaccurate estimation of the input signal, so
the calculation is not stable. *e algorithm can be im-
proved effectively when the power estimation of the input
signal is used instead of its instantaneous value, as
equation (24). When N � 1, the filter is a full band filter,

the instantaneous value can be replaced by its power
estimation:

α(k) � α(k − 1) − cvt− 1 − μαλ(k)[1 − λ(k)]

·
e0,D,1(k) − e0,D,2(k)

σ2p(k)
sgn e0,D(k) ,

(24)

σ2p(k) � ησ2p(k − 1) +(1 − η) e0,D,1 − e0,D,2 
2
, (25)

where η named forgetting factor is close to 1, such as 0.99.
When N> 1, the update rule of the mixing parameter is the
same as the SSAF. Its step size is μαλ(k)[1 − λ(k)] and its
subband input signal is eD,1(k) − eD,2(k)� [e0,D,1(k) −

e0,D,2(k), e1,D,1(k) − e1,D,2(k), . . ., eN− 1,D,1(k) − eN− 1,D,2(k)].
*e output of the combined filter can be expressed as
follows:

yD(k) � yD,2(k) + λ(k) yD,1(k) − yD,2(k) 

� yD,2(k) + λ(k) eD,1(k) − eD,2(k) ,
(26)

which supports the above conclusions. In (26) yD(k)�

[y0,D(k), y1,D(k), . . ., yN− 1,D(k)]T. *en comparing the up-
date equation (21) with the standard SSAF, we can easily see
that the step size of the former has not been normalized.
*erefore, normalizing the step size of α(k) can improve the
convergence performance of the global filter. By analo-
gizing the updating method of filter weights in SSAF, we
can get the normalized expression of α(k) step size as
follows:

α(k) � α(k − 1) − cvt− 1 − μαλ(k)[1 − λ(k)]

·
eD,1(k) − eD,2(k) 

T

����������������������


N− 1
i�0 ei,D,1(k) − ei,D,2(k) 

2
 sgn eD(k) .

(27)

Similar to the condition when N� 1, the instantaneous
value [e0,D,1(k) − e0,D,2(k)]2 cannot be used to estimate the
power of the second layer input signal very well, and a better
behavior is obtained from the following equation:

α(k) � α(k − 1) − cvt− 1 − μαλ(k)[1 − λ(k)]

·
eD,1(k) − eD,2(k) 

T

σp(k)
sgn eD(k) ,

(28)

σp(k) � ησp(k − 1) +(1 − λ)

���������������������



N− 1

i�0
ei,D,1(k) − ei,D,2(k) 

2




.

(29)

By the comparison of the condition with different values
of N in the state of N � 1 and N> 1, we can find that the
result after normalization is different. It is resulted from the
different method of normalization. *e former uses power
estimation to normalize, while the latter uses the square root
of power estimation to normalize.

3
3

2
21

1

Figure 2:*e NAG algorithm.*e dotted line 1 represents the past
time step α(k − 1) and the grey line 2 represents the gradient ∇αJ(k)

obtained from the next position of the parameters. *e update
vector α(k) is indicated by the black solid line 3.
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3.3. Stability Analysis of NCPAP-SSAF. *e stability of
NCPAP-SSAF by analyzing the convergence of the algo-
rithm will be presented in this subsection. We carry out the
Taylor series expansion for ei,D(k+ 1) and get the following
results according to the following equation [31]:

ei,D(k + 1) � ei,D(k) +
zei,D(k)

zα(k)
Δα(k) + o(k), (30)

where o(k) stands for the higher order infinitesimal of the
Taylor series. By rewriting the first-order quantities of Taylor
expansion, it becomes as follows:

zei,D(k)

zα(k)
�

zei,D(k)

zλ(k)

zλ(k)

zα(k)
. (31)

Substituting equations (12) and (13) into the updated
equation (31), we get the following:

zei,D(k)

zλ(k)
� yi,D,2(k) − yi,D,2(k). (32)

By sorting out the preceding equation (16), we can find
out the following relations:

zλ(k)

zα(k)
� λ(k)[1 − λ(k)]. (33)

Substituting equations (32) and (33) into the update
equation (31), we get the following:

zei,D(k)

zα(k)
� λ(k)[1 − λ(k)] yi,D,2(k) − yi,D,1(k) . (34)

And α(k) can be calculated from equation (21):

Δα(k) � − cvt− 1 − μαλ(k)[1 − λ(k)]

· 
N

i�0
yi,D,1(k) − yi,D,2(k) sgn ei,D(k) .

(35)

From equations (34) and (35), we can get equation (36)
when the subband number N is assumed to 1:

ei,D(k + 1) � ei,D(k) − cvt− 1λ(k)[1 − λ(k)]

· yi,D,2(k) − yi,D,1(k)  + μαλ
2
(k)1 − λ(k)

2

· yi,D,2(k) − yi,D,1(k) 
2
.

(36)

*e result of the ideal filter should be that when k tends
to ∞, eD,1(k) tends to be 0. *en we can rewrite the ex-
pression equation (36) as follows:

ei,D(k + 1)|≤ |ei,D(k) − cvt− 1λ(k)[1 − λ(k)]


· yi,D,2(k) − yi,D,1(k)  + μαλ
2
(k)[1 − λ(k)]

2

· yi,D,2(k)yi,D,1(k) 
2
.

(37)

*erefore, it can get the following equation:

μαλ
2
(k)[1 − λ(k)]

2
yi,D,2(k) − yi,D,1(k) 

2

≤ cvt− 1λ(k)[1 − λ(k)] yi,D,2(k)yi,D,1(k) .
(38)

So we conclude that when the mixing parameter satisfies
the following conditions, the NCPAP-SSAF algorithm will
converge according to the following equation:

0≤ μα ≤
cvt− 1

λ(k)[1 − λ(k)] yi,D,2(k) − yi,D,1(k) 
. (39)

3.4. Computational Complexity and Memory Requirement.
To further illustrate the rationality of NCPAP-SSAF, it is
necessary to test the algorithmic complexity and memory
requirements of the algorithm. Concerning the multipli-
cations, the algorithmic complexity is summarized in Ta-
ble 1. All of these subband adaptive filtering algorithms
require 3NLmultiplication, and P represents the order of the
analysis filter (synthesis filter). Most of algorithms’ com-
putation costs have been summarized in [16], so we mainly
analyze CAP-SSAF and NCPAP-SSAF. Since both CAP-
SSAF and NCPAP-SSAF require two filters so that tap-
weight update requires 2MP+ 4M/Nmultiplications and the
subband error calculation requires MP+ 6M/N multiplica-
tions, for both CAP-SSAF and NCPAP-SSAF, the tap-weight
vector can be rewritten as w(k) � λ(k)[w1(k) − w2(k)] −

w2(k) and thus they both require M/N multiplications. For
each weight vector update, CAP-SSAF requires 2MP+ 4M/
N+ (M+ 5)/N+ 3NL+ 1 multiplications, and NCPAP-SSAF
requires 2MP+ 6M/N+ (M+ 6)/N+ 3NL+ 1 multiplication.

Besides, in Table 2, we analyze and compare the memory
requirement of various algorithms. *e NCPAP-SSAF
combines two complete AP-SSAF filters and 8 independent
parameters which are [α(k), λ(k), μα, σ(k), v, η]. ForM� 512,
L� 64, N� 4, P� 4, it needs 2M(NP+ 1) +N(3L+ 6P+ 1)
+ 12�18288 words to save the parameters of AP-SSAF and
other NAG parameters.

4. Simulation Experiments and Results

4.1. Setting Up the Environment of Experiment. In this sec-
tion, we will conduct two kinds of experiments. Firstly, the
experiment of parameter analysis will show us the influence
of key parameters on the performance of the algorithm and
whether their performance is consistent with the theoretical
expectation. *en we simulate the echo cancellation ex-
periment to compare the performance of our proposed
algorithm and other methods.*e results of the experiments
will verify that the proposed algorithm brings an im-
provement in both accuracy and convergence speed.

*e sparse echo path used in the following experiments
is shown in Figure 3, and both the sparse echo path and the
adaptive filter have 512 coefficients with the sampling rate
8 kHz. In realistic communication scenarios, the impulse
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response of the echo path will be affected by environmental
factors. Hence, we simulated an unexpected echo path
impulse response by shifting the echo path to the right by 12
samples in the midst of each experiment, which is half of the
total iteration number. *erefore, in the following experi-
mental, we can see that the algorithms restart the conver-
gence at the half process. *e formula for array sparsity can
be described as follows [32]:

ς �

�
n

√
− ‖x‖1/‖x‖2�

n
√

− 1
. (40)

By substituting the echo path vector and vector length
into the formula, we find that the sparsity ζ is 0.6078.

*ere are two types of input signals: speech segments or
an AR(1) process. *e AR(1) signal is obtained by filtering a
zero mean white Gaussian random sequence through the
first-order system H(z)� 1/(1 − 0.9z − 1), with the signal

length 6e4 points. Meanwhile, we use an independent white
Gaussian noise with 30 dB signal-to-noise ratio and a strong
impulsive noise with-10 dB signal-to-interference ratio as
the system background noise and system output noise, re-
spectively.*e Bernoulli-Gauss distributionmodel is used to
obtain impulse noise. *e impulsive noise is generated as
z(k)�ω(k)n(k), where n(k) is Gaussian white noise with a
mean value of 0 and a variance of δ, and ω(k) is a kind of
Bernoulli process with occurrence probability P{ω(k)� 1}�

Pr, P{ω(k)� 0}� 1 − Pr.
Double-talk is very common in echo cancellation. In

order to simulate this scene, an 8 kHz sampling rate speech
signal is added to near-end speaking in simulation. Figure 4
shows the signals of double-talk scenarios. Figure 4(a) is the
near-end speech and Figure 4(b) is the far-end speech in all
of the following experiments. In order to ensure a fair
comparison, the following parameters were uniformly set in
all algorithms, namely, subband N� 4, affine projection
number L� 4, forgetting factor η� 0.99.

We did 50 times independent MonteCarlo in each
simulation. We obtained the final results by averaging all of
the 50 simulation results. *e normalized mean square
deviation (NMSD, in dB) was utilized to evaluate the
convergence performance of the adaptive filters. It is defined
as follows: NMSD � 20log10E(w(k) − w(k)2)/w(k)2

4.2. Momentum Parameter Analysis. Figures 5 and 6 show
that the convergence curves which represent the NCPAP-
SSAF with different c in SNR� 20 dB, Pr � 0.001 for AR(1)
input.

In Figure 5, we can see that different values of mo-
mentum factor c cause different evolution results of mixing
parameter λ(k). *e x-axis represents the number of itera-
tions of the algorithm in the experiment, and the y-axis
represents the value of NMSD.*e larger momentum factor
causes NAG to make a quicker choice between big steps and
small steps. We can also see that λ(k) is limited from 0.018 to
0.982 due to the fact that the absolute value of α(k) is less
than 4. In Figure 6, PAP-SSAF and NCPAP-SSAF show
much better performances than NLMS in terms of steady-
state error and convergence speed. NAG is equivalent to the
stochastic gradient method when c � 0. It can be found from
the figure that the “convergence pause” exits in the NCPAP-
SSAF when c � 0, which is marked in the circle. With an
increment of the value of c, the pause is reducing pro-
gressively to zero. Consequently, using NAG accelerates the
convergence of the convex combination algorithm, and
using c � 0.99 gives a satisfying acceleration.

4.3. AR(1) Input. We carried out four different groups of
experiments with AR(1) signal used as the input signal. In
the following experiments, the μα of NCPAP-SSAF is set to 1.

Figure 7 shows the convergence of several algorithms
under SNR� 20 dB and Pr � 0.001 conditions.*e value of μα
of ICNSAF and CAPSAF is set to 10. As can be seen from the
figure, the convergence performance of PAP-SSAF is better
than IP-SSAF with the same step size, which is undoubtedly
due to the application of the affine projection. At the same

Table 1: Algorithmic complexity.

Algorithms Multiplications Computation
SSAF M+ 2M/N+ 3NL 1536
VSS-SSAF 2M+ (2M+ 4)/N+ 3NL 2049
ICNSAF 4M+ 4N+ (M+ 5)/N+ 3NL+ 3 2964
PAP-SSAF MP+ 3M/N+ 3NL 3200
CAP-SSAF MP+ 4M/N+ (M+ 5)/N+ 3NL+ 1 5506
NCPAP-
SSAF

2MP+ 6M/N+ (M+ 6)/
N+ 3NL+ 1 5762

M� 512, L� 64, N� 4, P� 4.

Table 2: Algorithmic memory requirements.

Algorithms Multiplications Memory
SSAF M(N+ 1) +N(3L+ 5) + 2 3350
ICNSAF 2M(N+ 1) +N(3L+ 8) + 4 5924
CAP-SSAF 2M(NP+ 1) +N(3L+ 6P+ 1) + 8 18284
NCPAP-SSAF 2M(NP+ 1) +N(3L+ 6P+ 1) + 16 18288
Memory unit: words
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Figure 3: Echo impulse path in simulation. *e x-axis represents
the sampling point, and the y-axis represents the amplitude.
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time, the poor convergence performance of VSS-SSAF
shows that in the sparse echo impulse response channel, a
proportional step matrix is very necessary. Otherwise, the
algorithm will not converge effectively. Compared with the
algorithms without combinations, for the convex combi-
natorial algorithms, NCPAP-SSAF, CAP-SSAF, and ICN-
SAF, the performance of each has been improved, albeit to
varying degrees. *ey have both fast convergence and low
steady-state error and achieve the goal of algorithm design.
By contrastively analyzing these three convex combination
algorithms, it can be seen that the performance of NCPAP-
SSAF proposed in this paper is significantly better than other
algorithms. Its convergence rate is the same as that of large
step PAP-SSAF, and its steady-state error is the same as that
of small step PAP-SSAF. In addition, due to the application
of the NAG method, NCPAP-SSAF does not appear the
“pause-convergence” phenomenon in the process of con-
vergence. NCPAP-SSAF has the normalized mixing step-
size convex combination structure, which contains two
PAP-SSAF with different step sizes. Its excellent perfor-
mances should not only be attributed to the own structure
but also the characteristic of PAP-SSAF, namely, a faster
convergence speed.

Figure 8 shows the convergence performance of several
algorithms in SNR� 20 dB and Pr � 0.01. *e values of μα at
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Figure 4: Representation in dual channel communication.*e x-axis represents the sampling point, and the y-axis represents the amplitude
of the speech signal. (a) Near-end speech. (b) Far-end speech.
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ICNSAF and CAPSAF are set to 100. *e performance of
these algorithms is approximately the same as that of Fig-
ure 7. NCPAP-SSAF performs well in resisting impulse
noise, and its performance is obviously better than other
algorithms. Please note that in Figures 7 and 8, the steps of
mixing parameters used by NCPAP-SSAF are the same, and
all of them have achieved good performance. *at means
that the normalized step size proposed in this paper makes
the combined filter not affected by impulse noise. Hence, the
algorithm has good robustness. With the Pr increasing, the
steady-state errors of other algorithms increase in varying
degrees.

Figures 9 and 10 show the convergence performance of
AR(1) input of these algorithms under the low noise con-
ditions. In Figure 9, the SNR� 30 dB, Pr � 0.001, and in
Figure 10, the SNR� 30 dB, Pr � 0.01. By comparing Fig-
ures 7 and 8, we can see that the steady-state errors of these
algorithms decrease in varying degrees with the increase of
SNR. NCPAP-SSAF achieves good results in two experi-
ments with the same step size of mixing parameter. Com-
pared with Figures 9 and 10, it can be seen that with the
increase of the probability of impulse noise, the convergence
speed and steady-state error of several algorithms decrease,
but the algorithms still maintain a good ability of anti-
impulse noise. Comparing the experimental results of Fig-
ures 9 and 10 with those of the previous two experiments, it
can be seen that with the increase of SNR, all the algorithms
achieve a better performance.

4.4. Speech Input. Taking a voice signal as input, four in-
dependent experiments were carried out in total. Figures 11
and 12 show the simulations with the single-talk case, and
Figures 13 and 14 show the double-talk case because the
correlation of speech signals is much greater than that of
white noise, which passes through the first-order systems.

*e value of μα at NCPAP-SSAF in these experiments is
set at 0.05. *e performance of the NCPAP algorithm is
discussed and analyzed in the following.

Figures 11 and 12 show under different SNRs the
convergence of several algorithms without near-end voice.
*e values of μα at ICNSAF and CAP-SSAF are set at 100 in
Figure 11, and the values of μα at ICNSAF and CAP-SSAF
are set at 5000 in Figure 12.

As shown in both figures, we can conclude the con-
clusion that the NCPAP-SSAF algorithm has much better
performance in the aspects of fast convergence speed and
small steady-state error. Compared with the condition when
μ� 0.005 at PAP-SSAF, it is clear that when μ� 0.005, it
gradually converges to a certain extent (about 12 dB) and
remains stable when μ� 0.05. *is is because the larger step
size makes it impossible for the adaptive filter to continue to
converge. For the condition that μ� 0.005, its former process
has too slow convergence speed and too poor tracking
performance, although it can obtain a smaller steady-state
error.
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*e situation indicates that the NCPAP-SSAF algorithm
adaptively matches a digital filter with large step size and can
constantly converge when the filter is close to the steady
statement and also can acquire similar steady-state error
with the PAP-SSAF when the value of μ is 0.05. In addition,
in the two experiments, the ICNSAF algorithm and the
CAP-SSAF algorithm need to choose a different value of μα
in order to get the best filtering effect. For its filter with
normalized mixing parameter step size, the NCPAP-SSAF
algorithm can get the best filtering effect without adjusting
the value of μα and improve the robustness of the system and
reduce the influence of external factors. In the case of single-
talk voice input, the NCPAP-SSAF algorithm can combine
two independent filters scientifically and reasonably and has
good robustness.

Figures 13 and 14 show the convergence of several al-
gorithms with a near-end voice under different SNR, re-
spectively. *e values of μα at ICNSAF and CAP-SSAF are

set at 100 in Figure 13, and the values of μα at ICNSAF and
CAP-SSAF are set at 5000 in Figure 14.

It can be seen from both figures that NCPAP-SSAF has
obvious performance advantages, fast convergence speed,
and small steady-state error, and it is not disturbed by near-
end voice.

First, for PAP-SSAF with μ� 0.05 and PAP-SSAF with
μ� 0.005, it can be clearly seen that the former has a large
steady-state error and is disturbed by the near-end speech,
which results in the divergence of the filter in a certain
degree. And though the latter can get a smaller steady-state
error, the convergence speed is too slow especially when the
echo path changes. *en as for NCPAP-SSAF, it can be
found that the convergence curve of NCPAP-SSAF in the
initial convergence stage of the filter almost coincides with
that of PAP-SSAF with μ� 0.05. It indicates that NCPAP-
SSAF adaptively chooses a filter with a larger step size, which
is consistent with the design goal. Next, NCPAP-SSAF can
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keep fast convergence speed when the filter reaches steady-
state gradually, and the filter can remain stable when the
near-end voice appears, which indicates that NCPAP-SSAF
has a certain antijamming ability. Being consistent with the
previous results, NCPAP-SSAF achieves good filtering
performance and improves the robustness of the system by
using the same mixing parameter step size in both experi-
ments. Compared with Figure 11 and Figure 12, it can be
seen that with the increase of SNR, the performances of all
adaptive filtering algorithms have been improved to a certain
extent, especially in reducing the steady-state error. So we
can reach the conclusion that the proposed algorithm has
better double-talk robust than the other two combination
filter methods, which owes the l1-norm as the cost function.

5. Discussion

*e proposed method has some referenced effects on echo
cancellation. With a convex combination of two indepen-
dent filters, the NCPAP-SSAF algorithm exhibits a far su-
perior filtering performance. However, there are still some
issues that need to be further improved in the later work.
One limitation of the current systems is that the compu-
tational complexity of the algorithm is similar to that of an
algorithm based on combination filters but much larger than
that of a single filter. *is can be improved by upgrading
composite structure, simplifying unnecessary calculation
courses and reducing the complexity. Moreover, all the
experiments in this paper are carried out in the MATLAB
simulation environment. And impulse noise is generated by
the Gaussian Bernoulli distribution based simulation, which
is not consistent with the impulse noise in the real world.

6. Conclusion

In this paper, we design a new combination structure called
NCPAP-SSAF for affine projection symbolic subband
adaptive filtering algorithm. *e power normalization
method with the mixing parameter step size we proposed
improves the robustness of the algorithm. We do simulation
experiments of echo cancellation to validate the effectiveness
of the proposed algorithm. First, we test the influence of the
momentum factor on the mixing parameter. *en, we
compare the performance of our proposed algorithm and
other methods. *e simulation results show that the
NCPAP-SSAF algorithm is not affected by stationary noise
or impulse noise to a certain extent, and it can accurately
obtain the optimal combination parameters under different
conditions and thus obtain the optimal filtering perfor-
mance. In the case of double-talk speech, NCPAP-SSAF can
maintain faster convergence speed and smaller steady-state
error and has a certain ability to resist near-end speech
interference and strong robustness. Compared with other
algorithms, our proposed method accelerates the conver-
gence speed, reduces the steady-state error, and improves
the robustness. In future research, we will improve the
combination structure and simplify unnecessary calcula-
tions to reduce the computational complexity of the
algorithm.

Abbreviations

LMS: Least mean squares
NLMS: Normalized least mean squares
APA: Affine projection algorithm
NSAF: Normalized subband adaptive filter
SSAF: Sign subband adaptive filter
VRP-SSAF: Variable regularization parameter SSAF
AP-SSAF: Affine projection sign subband adaptive filter
IWF-SSAF: Individual-weighting-factor SSAF
P-SSAF: Proportionate SSAF
ICNSAF: Improved convex combination normalized

subband adaptive filter
PAP-SSAF: Proportionate affine projection sign subband

adaptive filter
SLMS: Sign-error LMS
NAG: Nesterov’s accelerated gradient.

Data Availability

*e data were generated according to the method described
in this paper.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Acknowledgments

*is work was supported in part by the National Natural
Science Foundation of China (61350009), and in part by the
National Natural Science Foundation of China 61179045.

References

[1] R. Vanamadi and A Kar, “Feedback cancellation in digital
hearing aids using convex combination of proportionate
adaptive algorithms,” Applied Acoustics, vol. 182, Article ID
108175, 2021.

[2] M. T. Akhtar, F. Albu, and A. Nishihara, “Maximum Ver-
soria-criterion (MVC)-based adaptive filtering method for
mitigating acoustic feedback in hearing-aid devices,” Applied
Acoustics, vol. 181, Article ID 108156, 2021.

[3] S. H. Pauline, D. Samiappan, R. Kumar, A. Anand, and A Kar,
“Variable tap-length non-parametric variable step-size NLMS
adaptive filtering algorithm for acoustic echo cancellation,”
Applied Acoustics, vol. 159, 2020.

[4] C. Shi, N. Jiang, R. Xie, and H. Li, “A simulation investigation
of modified FxLMS algorithms for feedforward active noise
control,” in Proceedings of thr 2019 Asia-Pacific Signal and
Information Processing Association Annual Summit and
Conference (APSIPA ASC), pp. 1833–1837, Lanzhou, China,
November 2019.

[5] Z. Zheng andH. Zhao, “Affine projectionm-estimate subband
adaptive filters for robust adaptive filtering in impulsive
noise,” Signal Processing, vol. 120, pp. 64–70, 2016.

[6] I. J. C. Eun Jong Lee, “A new sign subband adaptive filter with
improved convergence rate,” +e Journal of the Acoustical
Society of Korea, vol. 33, no. 5, pp. 335–340, 2014.

[7] J. Ni, X. Chen, and J. Yang, “Two variants of the sign subband
adaptive filter with improved convergence rate,” Signal Pro-
cessing, vol. 96, no. 5, pp. 325–331, 2014.

Scientific Programming 11



[8] R. L. Das and V. Trivedi, “An adaptive upper threshold based
gain function for the ZA-PNLMS algorithm,” IEEE Trans-
actions on Circuit and System II-Express Brifs, vol. 67, no. 10,
pp. 2274–2278, 2020.

[9] U. Mahbub, S. A. Fattah, W. P. Zhu, and M. O. Ahmad,
“Single-channel acoustic echo cancellation in noise based on
gradient-based adaptive filtering,” EURASIP Journal on Audio
Speech and Music Processing, vol. 2014, no. 1, p. 20, 2014.

[10] J. Ni and F. Li, “Variable regularization parameter sign
subband adaptive filter,” Electronics Letters, vol. 46, no. 24,
p. 1605, 2010.

[11] P. Wen and J. Zhang, “Robust variable step-size sign subband
adaptive filter algorithm against impulsive noise,” Signal
Processing, vol. 139, pp. 110–115, 2017.

[12] Y. Yu and H. Zhao, “Novel sign subband adaptive filter al-
gorithms with individual weighting factors,” Signal Processing,
vol. 122, pp. 14–23, 2016.

[13] S. H. Kim, J. J. Jeong, J. H. Choi, and W. K. Sang, “Variable
step-size affine projection sign algorithm using selective input
vectors,” Signal Processing, vol. 115, no. C, pp. 151–156, 2015.

[14] Y. Yu and H. Zhao, “Memory proportionate APSA with
individual activation factors for highly sparse system iden-
tification in impulsive noise environment,” in Proceedings of
the Sixth International Conference on Wireless Communica-
tions and Signal Processing, pp. 1–6, Hefei, China, October
2014.

[15] Y. Yu, T. Yang, H. Y. Chen, R. C. de Lamare, and Y. S. Li,
“Sparsity-aware SSAF algorithm with individual weighting
factors: performance analysis and improvements in acoustic
echo cancellation,” Signal Processing, vol. 178, 2021.

[16] F. Albu and H. K. Kwan, “Memory improved proportionate
affine projection sign algorithm,” Electronics Letters, vol. 48,
no. 20, pp. 1279–1281, 2012.

[17] M. Chandra, P. Goel, A. Anand, and A. Kar, “Design and
analysis of improved high-speed adaptive filter architectures
for ECG signal denoising,” Biomedical Signal Processing and
Control, vol. 63, 2021.

[18] Y. Song, Y. Z. Ren, X. L. Liu, W. L. Gao, S. Tao, and L. Guo, “A
nonparametric variable step-size subband adaptive filtering
algorithm for acoustic echo cancellation,” International
Journal of Agricultural and Biological Engineering, vol. 13,
no. 3, pp. 168–173, 2020.

[19] S. Burra and A Kar, “Performance analysis of an improved
split functional link adaptive filtering algorithm for nonlinear
AEC,” Applied Acoutics, vol. 176, 2021.

[20] J. Lu, Q. Zhang, W. Shi, and L. Zhang, “Variable step-size
normalized subband adaptive filtering algorithm for self-in-
terference cancellation,” Measurement Science and Technol-
ogy, vol. 32, no. 9, 2021.

[21] J. W. Yoo, J. W. Shin, and P. G. Park, “Variable step-size affine
projection sign algorithm,” IEEE Transactions on Circuits and
Systems II Express Briefs, vol. 61, no. 4, pp. 274–278, 2014.

[22] L. Lu andH. Zhao, “Adaptive combination of affine projection
sign subband adaptive filters for modeling of acoustic paths in
impulsive noise environments,” International Journal of
Speech Technology, pp. 1–11, 2016.

[23] R. Vanamadi and A. Kar, “Feedback cancellation in digital
haring aids using convex combination of proportionate
adaptive algorithms,” Applied Acoutics, vol. 182, Article ID
108175, 2021.

[24] Z. Zheng, Z. Liu, H. Zhao, Y. Yu, and L. Lu, “Robust set-
membership normalized subband adaptive filtering algo-
rithms and their application to acoustic echo cancellation,”

IEEE Transactions on Circuits and Systems I Regular Papers,
vol. 64, no. 99, pp. 1–14, 2017.

[25] F. R. Yang, G. Enzner, and J. Yang, “New insights into
convergence theory of constrained frequency-domain adap-
tive filters,” Circuits, Systems, and Signal Processing, vol. 40,
no. 4, pp. 2076–2090, 2020.

[26] L. Xiao-meng, S. Gao-ping, and Q. Xiao-hui, “Improved
subband adaptive filter and its application in echo cancella-
tion,” Chinese Signal Processing, vol. 32, no. 8, pp. 973–981,
2016.

[27] S. Koike, “Adaptive step-size q-normalized least mean
modulus-Newton algorithm,” in Proceedings of the 2016 IEEE
Region 10 Conference (TENCON), pp. 1158–1161, Singapore,
Asia, November 2016.

[28] T. Zhang, H. Q. Jiao, and Z. C. Lei, “Individual-activation-
factor memory proportionate affine projection algorithm with
evolving regularization,” IEEE Access, vol. 5, no. 99,
pp. 4939–4946, 2017.

[29] Y. Nesterov, “Implementable tensor methods in uncon-
strained convex optimization,” Mathematical Programming,
vol. 186, no. 1-2, pp. 157–183, 2021.

[30] P. W. Wen and J. S. Zhang, “Variable step-size diffusion
normalized sign-error algorithm,” Circuits, Systems, and
Signal Processing, vol. 37, no. 11, pp. 4993–5004, 2018.

[31] L. Lu, H. Zhao, Z. He, and B. Chen, “A novel sign adaptation
scheme for convex combination of two adaptive filters,”
AEUE - International Journal of Electronics and Communi-
cations, vol. 69, no. 11, pp. 1590–1598, 2015.

[32] L. Yang and Z. Yang, “Incremental robust non-negative
matrix factorization with sparseness constraints and its ap-
plication,” Journal of Computer Applications, vol. 39, no. 5,
pp. 1275–1281, 2019.

12 Scientific Programming


