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In basic education, timely and accurate grasp of students’ classroom learning status can provide real-time information reference
and overall evaluation for teachers and managers, which has a very important educational application value. At present, a lot of
information technology is applied in the analysis of classroom student behavior state, and the state analysis technology based on a
classroom video has the characteristics of strong timeliness, wide dimension, and large capacity, which is especially suitable for the
analysis and acquisition of students’ classroom state, and attracts the attention of major educational technology companies.
However, the current student state acquisition technology based on video analysis lacks large scenes and has low practicability,
and finally, the video-based student classroom behavior state analysis technology mainly focuses on a single behavior feature,
which cannot fully reflect the student’s classroom behavior state. In view of the above problems, this study introduces the face
recognition algorithm based on a student classroom video and its implementation process, improves the hybrid face detection
model based on a traditional model, and proposes the neural network algorithm of student expression recognition based on a
visual transformer. The experimental results show that the proposed algorithm based on students’ classroom videos can effectively

detect students’ attention and emotional state in class.

1. Introduction

It has always been difficult for teachers and administrators to
keep track of all students’ classroom learning. In traditional
education, in order to better educate students, teachers
conduct after-class analysis through traditional methods
such as teaching diaries, teaching files, watching videos, and
homework analysis, and then provide solutions according to
the results [1]. However, the traditional after-school analysis
method not only increases the burden of teachers but also
makes it difficult to ensure the comprehensiveness, objec-
tivity, and real time of the analysis results. With the rapid
development of economy and the continuous promotion of
education informatization in all countries around the world,
teachers are in urgent need of an intelligent classroom
learning state analysis tool to help teachers get the learning
state of all students in class, deal with and display the overall
state of the classroom after class, and then reflect on and

improve their teaching process [2]. Intelligent analysis
means have important practical significance for improving
teachers’ professional level and students’ learning effect.

In recent years, education in most countries has shifted
from elite education to mass education. The widespread
popularization of education aims at improving the quality of
education in the whole society. The evaluation system of
classroom learning has always been accompanied by mass
education, but students’ test scores are often taken as the
absolute criterion for evaluation. As a result, we only know the
quality of the results, but do not know the causes of the results,
and we cannot find appropriate adjustment schemes to im-
prove the quality of education [3]. The students took notes
seriously in class and actively communicated with the teacher,
which reflected that the teacher’s teaching content was at-
tractive. On the contrary, students bow their heads or look out
of the window for a long time with negative facial expressions.
These states indicate that they do not understand the content of
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the class or do not concentrate on the class, which indirectly
indicates that the way of teaching cannot attract students well.
Usually, school administrators do not consider students’
performance in class and only rely on students’ scores and
leaders to check the classroom situation. Such unilateral
evaluation of teachers’ teaching quality is not accurate, nor can
it help teachers to understand the real learning situation of
students. Therefore, in this case, the analysis of the classroom
teaching process of students listening to the status of education
is crucial [4].

There are many reasons why students’ learning efficiency is
not good in the process of classroom teaching. As the subject of
receiving knowledge in the whole process, students’ learning
status in class can be studied as an important evaluation index
of students’ learning efficiency in class. At the same time, it is
also the key factor to realize the effective teaching of teachers.
Teachers hope to master each student’s classroom learning
situation comprehensively and accurately in the classroom
teaching process, so as to make corresponding adjustments to
the teaching content and teaching progress, so as to achieve
more efficient teaching purpose. Generally speaking, if a stu-
dent listens to the teacher carefully, most of his attention is
directed toward the teacher during class; that is, he looks up
and listens attentively to the teacher, and his emotional state is
concentrated.

The existing classroom surveillance cameras are basically
installed in the front and back of the classroom. By analyzing
the images obtained from the cameras in front of the class-
room, students’ listening status can be judged. The detection of
students’ learning state in the classroom scenario is divided into
two steps. First, the head position of the students is detected,
and then, the head state of the students is further identified to
see whether the head is looking up to listen to the teacher or
looking down at the mobile phone or doing other things [5].
However, at present, many teachers understand students’
situation in classroom learning through classroom observation
and questioning, which often leads to the lag and one-sidedness
of classroom information transmission and feedback. In par-
ticular, with the popularity of electronic devices such as
smartphones and tablet computers, a large number of
“phubbers” have emerged in classroom teaching [6]. Therefore,
the combination of statistics and analysis of students’ “head-up
rate” in class and intelligent algorithm analysis of students’
emotional state can judge students’ class concentration to a
certain extent, thus helping teachers effectively improve
classroom teaching efficiency [7].

2. Related Work

Student’s state of learning is an important index of students’
classroom learning efficiency. The state of students’ class-
room learning generally refers to whether students look up
at the teaching content for a long time and actively com-
municate with the teacher, whether they take notes carefully,
and whether their facial expressions are in a positive or
negative state [8]. Wearable devices are invasive to some
extent and will inevitably have a certain influence on the
subjects. There is a gap between the data obtained and the
real state of students’ classroom behavior. In addition,
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wearable devices are expensive, large in size, and compli-
cated in the process of wearing, so it is difficult to popularize
them in practical classroom education [9]. With the rapid
development of smart devices, another method to collect
video, image, voice, and other digital signals through
cameras, microphones, and other devices has become widely
popular. This method extracts information from these digital
signals, such as students’ facial expressions, natural lan-
guage, and body posture, and finally processes, analyzes, and
integrates this information to get students’ classroom be-
havior state. The classroom student state analysis technology
based on video images only needs to use the classroom
camera system, which is of low cost and less invasive and has
almost no influence on the learning process of students
[10, 11]. Through the artificial intelligence algorithm, stu-
dents’ learning status can be analyzed in real time, com-
prehensively and multidimensionally. Through the above
analysis, students’ classroom behavior, emotional state,
learning state, and other situational information in the class
can be captured by intelligent monitoring equipment and
mobile learning devices. Therefore, the current intelligent
classroom obtains students’ physiological signals and be-
havioral state data through various devices, and then collects
and analyzes these data to get the current students’ class-
room behavior state, so as to better grasp the classroom
situation and timely adjust the teaching strategy to improve
the teaching effect. [12].

With the deepening of the research, the scholars have
analyzed the research status of the analysis of students’
classroom behavior state from two aspects, physiological
signals and visual images, according to the different ways of
collecting students’ characteristics. Physiological signals
refer to when people’s inner emotions change, the body or
brain will send out one or more physiological signals;
through the collection and analysis of these physiological
signals, such as EEG signals, EMG signals, skin tempera-
ture, and eye movement, one can know the current stu-
dent’s mood and psychological state [13]. Nourbakhsh et al.
[14] proposed to detect the cognitive load level of students
by analyzing the skin signals in the time domain and
frequency domain. They collected the skin signals gener-
ated by learners in the process of completing learning tasks
of different difficulties in experiments and then analyzed
these skin signals in the time domain and frequency do-
main. By comparing the spectral features of skin signals in
different difficult learning tasks, we found that the fre-
quency domain features of skin signals had better identi-
fication ability for emotional cognition categories. Zhan
[15] combined pupil size, blink frequency, and blink fre-
quency with facial expression to construct the recognition
framework of learners’ emotional state. An intelligent
teaching agent evaluated students according to the arousal
dimension, interest dimension, and pleasure dimension in
the framework and then made corresponding cognitive
feedback, such as knowledge point proposal and learning
suggestion. This combination of learners’ eye movement
tracking and facial expression recognition can enable the
intelligent teaching agent to more accurately identify the
emotional state and cognitive state of distance learners.
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Sinha et al. [12] proposed the use of brainwaves and other
physiological signals to track and detect learners’ cognitive
and emotional states during learning. This method uses
electroencephalogram (EEG) wave signal to estimate
learners’ difficulty in understanding the learning content
and uses heart rate variability and RGS signals collected by
skin electrodes to estimate learners’ emotional state, which
is compared with learners’ current academic performance.
Zhu et al. [16] use smart wristbands of wearable devices to
extract physiological signals of learners, collect and analyze
students” handwriting status and heart rate activity through
smart wristbands, and then obtain learners’ current cog-
nitive status. This method adopts the method of multisignal
synthetic judgment, so the result is relatively accurate. All
of the above studies need to obtain the physiological data of
learners through wearable collection devices and analyze
the classroom behavior state of students by using different
physiological performances of people in specific states. Due
to the accuracy and specificity of physiological signals, very
accurate analysis results can be obtained. However, due to
the use of complex wearable devices, the testers will es-
tablish a psychological preset and know that they are in a
tested state, which will affect the objectivity of the results of
physiological signal analysis [17]. Moreover, the cost, size,
and deployment requirements of wearable acquisition
devices make it difficult for such classroom behavior state
analysis methods to be widely used.

The development of image recognition depends on the
progress of image equipment (the progress of intelligent
equipment such as HIGH-DEFINITION cameras has pro-
moted the progress of image recognition research). The
whole process has a lot of work and many links, so the final
results are often biased or even wrong. With the deepening
of research, intelligent analysis methods based on visual
images are increasing. In this method, video images are first
captured by the camera, and then, the data are input into the
algorithm to identify, record, and analyze the students’
expressions, head posture, and other explicit actions, and
finally, the current classroom behavior state of the students is
given. According to the different behavior characteristics of
students, there are mainly four methods based on face de-
tection, head posture estimation, facial expression recog-
nition, and multiple action recognition, which are discussed
next.

2.1. Methods Based on Face Detection. Fujisawa and Aihara
[13] estimated learners’ interest in learning by detecting
the transformation of face size. In the experiment, the face
detection algorithm uses the front face detector in the
OpenCv [19] open-source vision library to conduct face
detection through the camera directly above the com-
puter. The experiment proves that the number of times the
face is close to the screen and the entertainment of the
material are closely related to the learner’s interest.
OpenCv visual open-source library contains a large
number of tools for computer vision, image processing,
behavior recognition, and other related fields. Hou et al.
[20] proposed the application of face detection technology

to the quality assessment of students’ lectures in 2016.
Haar-like face features that have been trained in OpenCv
open source visual library were selected in the experiment,
and these features were applied to the AdaBoost cascade
algorithm for face detection, and the classroom head-up
rate of students was calculated by detecting the number of
faces, and the average classroom head-up rate of students
in a fixed time was obtained.

2.2. Method Based on Head Posture Estimation. Rahman
et al. [21] proposed to track the learning state of learners
according to their head posture and the distance between
learners and Kinect. In the experiment, a Kinect motion
camera was used to obtain the information of the learner’s
head posture angle and distance depth, and then interest
expression function was constructed. This method used a lot
of physical knowledge to calculate and then tracked the
learner’s interest.

2.3. Methods Based on Facial Expression Recognition.
Psychological research shows that positive emotions
promote cognitive activities during learning, whereas
negative emotions hinder cognitive activities. The re-
search results of psychologist Mehrabian [22] show that
emotional information consists of 7% language, 38%
voice, and 55% facial expression, so students’ emotional
states can be obtained through the recognition and
analysis of facial expression. Feng et al. [23] used 16 Haar-
like features to extract face features, learned and trained
classifiers with the AdaBoost algorithm, and cascaded
strong classifiers to form the final expression classifier.
Facial expression recognition is carried out through the
facial expression classifier, and facial expression recog-
nition technology is brought into the remote classroom,
which realizes the facial expression recognition and
emotion judgment system under the network environ-
ment for the first time, and improves the efficiency of
online teaching and user satisfaction. Cheng et al. [24]
selected 34 feature points to define facial geometric fea-
tures. After marking feature points, Gabor wavelet was
used to extract facial feature information, and SVM
(support vector machine) was used to classify expressions
to obtain expression classifier. The structure model of the
intelligent teaching system based on expression recog-
nition and sight tracking technology is proposed. Sun
et al. [25] obtained facial expression classification by
combining facial AU unit and third-order tensor. In the
experiment, AU facial unit was used to eliminate the
influence of individual differences on facial expression
recognition effect and improve the accuracy of facial
expression recognition. By separating facial features from
personal facial features, the function of facial recognition
and emotional intervention can be realized with high
precision. Jiang et al. [26] used a variety of algorithms to
identify and study the “confused” expressions of students
in the learning process and concluded that the random
forest algorithm has the best effect on identifying the
confused expressions of students.



2.4. Multifeature-Based Analysis Method. With the devel-
opment of deep learning, Whitehill et al. [27] marked the
degree of participation of students as four levels and col-
lected AU units, hand movements, and head posture in-
formation of students’ faces by a gaussian wave filter and a
support vector machine. Through the continuous training of
the audit network, it is concluded that the movements of
head lowering, side head, mouth, and eyes have great weight
in judging students’ participation. Han et al. [28] used AAM
(active appearance model) to mark face feature points and
then marked key points in the training set and utilized
principal component analysis (PCA), extracting average
shape by dimensionality reduction as shape model. The
researchers studied the tilt of the head and the position of the
lip and eye features during class and obtains the data of
students “listening,” “understanding,” “doubt,” “resistance,”
and “disdain.” To examine each state of the head posture and
to validate a specific analysis of students’ expression, a
classroom assessment of analysis of facial expression and
head posture was conducted. Chen et al. [29] established a
random forest model to identify students’ head posture and
facial expressions and used the teacher-student interaction
platform to record the learning interaction between teachers
and students in class. Although scholars have conducted a
lot of studies, most of them are still based on traditional
networks, and there are few recent applications of deep
learning neural networks. Based on this, this study integrates
traditional methods with the latest methods.

3. Face Recognition Based on
Hybrid Architecture

Face detection is a mature aspect in the field of image
processing. Scholars have proposed various algorithms for
different data sets. Therefore, this study proposes a face
detection algorithm under the hybrid architecture based on
the characteristics of the row and column distribution of the
classroom. The algorithm uses an algorithm with high de-
tection accuracy as the fine detection algorithm and an
algorithm with high detection speed as the rough detection
algorithm. The algorithm calls the fine detection algorithm
and the rough detection algorithm according to different
face conditions.

3.1. Description of Algorithm. Face detection algorithm is to
use the detection window on the image-intensive multiscale
sliding and then determine whether the image in the de-
tection window is a face. The goal of face detection is to find
the corresponding positions of all the faces in the image. The
output of the algorithm is the coordinate of the outer
rectangle of the face in the image and may also include
posture information such as tilt angle. The face detection
algorithm should first have a large number of samples, then
extract face features in the positive samples for learning, and
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then put into the model for training and finally through the
verification results.

3.2. Data Preparation. Before face detection, we need a lot of
data to preset rules, telling the machine that images with
certain features are human faces, whereas those with other
features are nonhuman faces. The diversity of positive
samples can make the algorithm have correct answers in
different scenarios, whereas negative samples can make the
algorithm more accurate to exclude other nonface answers
that are very close to human faces. The diversity of datasets
can make the algorithm be used in different scenarios and
ensure the robustness of the algorithm. The widely used ones
are shown in Table 1.

3.3. Feature Extraction. The early template matching algo-
rithm is based on the geometric features of the face to
determine whether it is a face; with the improvement of the
algorithm, more and more facial feature methods are pro-
posed. The Haar features proposed by Papageorgiou et al.
[34] are trained as face features by traversing images with
different Haar rectangular frames. Haar features have good
modeling ability in uneven lighting scenarios. Zhu et al. [35]
proposed the histogram of oriented gradient (HOG), which
is resistant to light changes by calculating and counting the
histogram of gradient direction in local areas of the image to
constitute features. Local binary pattern (LBP) proposed by
T. Ojala et al. describes the local texture features of images
through operators; it has significant advantages such as
rotation invariance and gray invariance. In addition, features
such as scale-invariant feature transformation and integral
channel feature are used for face detection.

3.4. Model Training. Model training is an important part of
face detection, is through the algorithm to input the face
features of the training model, and then can directly call the
model for face detection. At present, the algorithm com-
monly used for face detection is the support vector machine
algorithm, and its main principle is the sample vector
through function transformation mapping to the high-di-
mensional space and then in the high-dimensional space
mapping to find the maximum interval of the interface.
Freund proposed the AdaBoost algorithm, which is a
classical iterative optimization algorithm. The core idea of its
application in target detection is to take the target feature as
a weak classifier, combine several weak classifiers into a
strong classifier according to certain rules, and finally
connect the strong classifier in series to carry out target
detection and classification. Then, the classical convolutional
neural network was proposed. The convolutional neural
network could learn the features of the detected target in-
dependently and classify the detected target in the output
layer after passing through the convolutional layer and
pooling layer.
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TaBLE 1: Face recognition dataset.

Data set Basic components

LEW [30] The dataset includes the name of the image, the location information of the boundary box, and the location information of the
key feature points of the face in the image

FDDB [31] It is a sample picture of a face rotated and occluded by different lighting and resolution. The 2,845 images included 5,171

annotated faces.

AFLW [32] It is a large-scale face database including multipose and multiview

COCO COCO dataset is a large, rich object detection, segmentation, and subtitle dataset, mainly taken from complex everyday

[33] scenes.

The hybrid face detection algorithm relies on the
steadiness of the student’s position and calls the fine and
rough face detection algorithms according to different face
conditions. At the beginning of the class, the students’ face
location information was collected for the first time through
the rough detection algorithm, and using this information,
students’ seat, that is, the static position of students, is
drawn. In the following detection process, we use the face
rough detection algorithm for the first face detection, the
detection of the face position information, and the student
static position area for comparison. If there is no face de-
tected in the student static position area, the second layer of
face fine detection algorithm is called for face detection in
the student static position area. If a student static position
area uses the fine detection algorithm to detect no face many
times, it is considered that the position of the student dis-
appeared and the student static position coordinates are
deleted. After that, students’ basic state was judged by
gesture recognition, and the algorithm structure is shown in
Figure 1.

3.5. Classroom Behavior Status Assessment. The facial ex-
pression and head posture are combined to analyze the
classroom behavior state of the students. The students’
expressions obtained by using the expression recognition
model of the convolutional neural network are divided into
positive emotions and negative emotions. The head posture
estimation algorithm was used to divide the recognized
head posture of the students into nine directions, and the
attention of the students was judged by the difference
between the head posture of the target student and the head
posture of the surrounding students. In the process of
classroom teaching, students need to read books, take
notes, and answer questions constantly. Therefore, head
posture cannot completely represent students’ learning
status and can only assist other algorithms to make more
detailed judgments.

Head pose estimation (HPE) usually refers to the
identification of head position and direction parameters in a
spatial coordinate system. The direction parameter refers to
the degree of rotation in the three coordinate axes of the
spatial coordinate system. The three direction parameters are
yaw, pitch, and roll. Head pose estimation is to calculate the
head direction parameters by comparing the face feature
points in the digital image with the corresponding feature
points in the general 3D model. The face feature points in the
digital image are obtained by using the DIib68 feature point

detector on the basis of face positioning, and the flow is given
next:

3.5.1. Data Acquisition and Processing. The classroom
teaching videos of natural environment are obtained
through the camera (model), and the images are extracted by
OpenCyv. The width and height of images are W and H. Then,
camera calibration is carried out, where the internal pa-
rameter matrix is to transform 3D camera coordinates to 2D
homogeneous image coordinates. OpenCv camera calibra-
tion function is used to calibrate the camera. The internal
parameters of the camera are as follows:

fx 0 Cx
A=l0 f, ¢ (1)
0 0 1

where f f, is the focal length of the camera. Generally, the
focal length of the camera selects the width and height of the
image, which €y, Trepresents the offset of the camera’s
optical axis in the image coordinate system. Generally, the
center point of the image is selected.

3.5.2. Feature Detection and Head Pose Estimation. The
mixed face detection was used to detect the face, and then,
the public DIib68 feature point detector was used to obtain
the coordinate information of six feature points of the face:
the outer corner of the left eye and the outer corner of the
right eye, the tip of the nose, the left lip angle, the right lip
angle, and the tip of the chin. The 2D/3D mapping was
obtained by solving the PnP (perspective-n-point) prob-
lem, and the rotation and translation vectors of the head
pose were output. Then, the student’s head pose value (X, Y,
Z) is obtained by converting the flip vector into the Euler
angle.

3.6. Attention Judgment. People’s visual attention refers to
the object or gaze direction of people’s eyes, and students’
attention can be judged by the difference in their eyes. First,
the nose tip coordinates obtained by the feature point de-
tector were used as the starting point, and the nose tip
coordinates in the 3D coordinates of the face were used as
the ending point to draw the students’ line of sight. Although
the students’ line of sight is different, but all the students are
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Second high precision
face recognition

Delete blank area

Basic attitude recognition

F1GURE 1: Face recognition algorithm structure diagram.

facing the blackboard, and only a very few students’ line of
sight is toward other positions in the classroom, the stu-
dents’ special behavior can be obviously judged according to
the students’ line of sight, and the students are in a state of
inattention at this time with great probability. The students’
head posture was divided into nine directions, and the at-
tention of the students was judged by comparing the line of
sight between the target student and the surrounding
students.

3.6.1. Partitions. Get the three-dimensional coordinate of
student’s frontal head posture [X, Y, Z].

3.6.2. Euclidean Distance. The face coordinate of the current
student is taken as the starting point, and the face coordinate
of other students in the face dataset is taken as the ending
point:

D; = \/(xo - xi)z +(yo— J’i)z- 2

3.6.3. Screening and Judgment. Since all the students in the
class are facing the blackboard, the eyes of the students on
both sides are not the same, so the eyes of the students on the
left side have no reference significance to the right side, and
the eyes on the right side are the same. Set the aisle distance
as A, delete the faces of the students whose D value is greater
than A in the face dataset, sort the faces of the remaining
students according to the size of D;, and get A set whose
distance from the target student is from near to far.

To judge the state of a single student, this study selected a
group of 9 people and judged the attention of the target
student by the difference between the facial orientation of
the 8 students and the target student. Eight students are
selected from the set of faces in ascending order obtained in
Step 3 for comparison. If the value of the target student’s face
orientation is the same as that of the target student’s face
direction, then the target student’s attention value is

increased by one to compare one by one and save the last
attention value. It is considered that the attention value of
students is greater than 5 and the attention rate of students
in the class is obtained by calculating the value of all students
and comparing it with the number of students.

3.7. Facial Expression Recognition. Research by psychologist
Mehrabiai shows that emotional messages consist of 7
percent of words, 38 percent of voices, and 55 percent of
facial expressions. In this study, the convolutional neural
network is used to train the facial expression recognition
model and the recognized facial expressions are divided into
positive emotions and negative emotions according to
psychology. The expression recognition model based on the
convolutional neural network can get rid of the traditional
algorithm to extract the display features of each expression.
By combining the extraction of each expression feature with
the fuzzy classification of the network, the expression rec-
ognition model can improve the performance and gener-
alization ability.

The network is mainly optimized based on the ResNet
network structure, because the ResNet network structure
can well extract the features of the image, and the optimi-
zation of the network structure can make the network better
extract the features of the facial region. The overall structure
of the model can be divided into three parts: feature ex-
traction, relationship modeling, and expression classifica-
tion. The optimized ResNet is used as the backbone network
to extract features. The weight of the extracted feature is
calculated by a layer of self-attention mechanism, and the
weight obtained is multiplied by the feature matrix to obtain
the final feature matrix. The eigenmatrix is then flattened
and projected onto specific dimensions as input to the
transformer. Then a transformer encoder is used to model
the relationship between face regions. The network even-
tually calculates the expression of the input image through a
simple Softmax function. The facial expression recognition
neural network established in this study is shown in Figure 2.
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FIGURE 2: Facial expression recognition neural network.

(1) Image cutting: The MTCNN [21] model is used for

face location. According to the output results of the
MTCNN model, the face is cropped. In order to
model the relationship between nonocclusion face
regions, the cropped face region needs to be seg-
mented into uniformly segmented images with a size
of 20 x 20 pixels. These segmented images are sent to
the feature extraction network for feature extraction.
In order to avoid the loss of boundary information in
the segmentation process, the image is divided into
overlapping image blocks in this study. Each image
block has repeated pixels with the surrounding
blocks, increasing the correlation between image
blocks. Then, these image blocks are sent into the
feature extraction network.

(2) Feature extraction: ResNet introduces identity

mapping into the network, which can solve the
problem of network model degradation and gradient
disappearance with the increase in network depth
[18], thus improving network performance. ResNet
works as follows: suppose the input is x and a certain
network layer is set as H. The original network is
learning output h(x). After the identity mapping is
introduced, the original input x is transmitted to the
output through shortcut connections. At this point,
the network only needs to learn the residual f(x) =
h(x) — x of input and output, and the problems of
previous models can be solved through residual
learning. Feature extraction is the small-size image
after processing. If the maximum pooling operation
is still used, some global features may be lost, so

©)

SoftPool [22] is adopted in this study to replace
maximum pooling. Compared with other pooling
operations, SoftPool can retain both global and local
information during pooling. Recognition works
better. The calculation method of SoftPool is shown
in the following formula:

- a;
(3)

a*
ieRZjeRe !

a,
- e
a=

In order to better study the facial expressions of
students, this study does not directly use Softmax for
classification, but also needs to send the extracted
features into the transformer for further feature
extraction. Therefore, the full connection layer of the
last layer is modified, and the original full connection
layer is changed into two full connection layers, 512
and 100 dimensions. Finally, the obtained 100-di-
mensional feature vectors are sent into the trans-
former as tokens for training, which can retain more
nonlinear features and effectively reduce the oc-
currence of overfitting phenomenon. Through ex-
periments, feature extraction using SpResNet can
effectively improve the accuracy of recognition.

(4) Vision Transformer is a model proposed by Google

in 2017. Originally used in natural language pro-
cessing tasks, a transformer relies on the attention
mechanism and can make the network pay attention
to certain words selectively. Later, Carion [13] in-
troduced a transformer into the field of computer
vision and proposed an end-to-end target detection



model, DETR. By combining CNN and transformer,
the predicted results are finally output. Google
proposed a new Vision Transformer(ViT) [19],
which migrates the transformer originally used for
NLP task into visual classification task out of the box,
using transformer instead of CNN. Finally, excellent
results have been achieved in large-scale datasets.

Unlike a traditional transformer, which receives serial-
ized tokens as input, Vision Transformer’s input is a 3D
image, Therefore, the original 3D image data x € RF>XW*C
need to be divided into image blocks and then the picture is
expanded into a one-dimensional vector x, € RNX(P°9)
where (H, W) is the resolution of the original image, Cis the
number of channels of the image, and (p?*c) is the size of
each image sequence. Finally, these vectors are flattened to
the model size and the output x e is embedded, This is
followed by the addition of an additional classification
header to the sequence, which is a learnable embedding
vector through which classification is ultimately performed.
Since each image block has a certain position in the un-
cropped image, location coding needs to be added to the
sequence to retain location information. The calculation
method is shown in the following formula:

1.2
zy = [xo,xpe,x e ...

n
» ,xpe] + €pos> (4)

where e, is position embedding and z,, is the initial input to
the transformer. The transformer consists of multiheaded
self-attention mechanisms and MLP blocks, each of which is
followed by a LayerNorm (LN) layer. The calculation
method for the transformer is shown as follows:

zp = MSA(LN(2,.,)) + 2o
z; = MLP(LN(z,)) + z,, (5)

y =1LN(z}),

where L is the number of image blocks and ¢ = (1,...,L).
Multiheaded self-attention (MSA) is the core mechanism of
transformer. It is composed of single-headed attention
mechanism, namely, self-attention (SA). The calculation
method of single-headed attention is shown in the following
formula:

NZA

where Q is a query, K is a key, and V is a value. They are
linear variations of input tokens. dj, is the dimension of K. By
calculating the dot product, the similarity between different
tokens can be calculated, thus obtaining the global long-term
concern, which is conducive to modeling the relationship
between clipping regions. Multiheaded attention mecha-
nism is a series of K single-headed attention output, and the
calculation method is as follows:

T
Attention (Q,K,V) = softmax(QK)V, (6)

MSA (z) =[SA, (2),...,SAL (2)]U o> (7)

where U, € R*¥P and SA, (z) is the single-headed at-
tention mechanism.

Scientific Programming

4. Experimental Analyses

4.1. Experimental Environment. In this study, experiments
were carried out under the configuration of artificial intel-
ligence computer, and the model proposed was trained and
tested using NVIDIA Tesla V100 GPU. In the experiment, the
MTCNN model was used to conduct face alignment and face
region cropping for all images in the dataset, and then, they
were adjusted to 224 x 224 size, mainly using ResNet18 as the
baseline experiment. Adam was used to optimize the model,
and the initial learning rate was set at 0.001. The latest face
rough detection algorithm and fine detection algorithm, as
well as the hybrid face detection algorithm of this article, were
selected to detect 90 seconds of real classroom teaching video
from the detection speed and accuracy analysis. The number,
accuracy, and speed of faces detected by each algorithm in the
detection process of 15 seconds, 30 seconds, 45 seconds, 60
seconds, 75 seconds, and 90 seconds are selected for analysis
and comparison. A represents the model of this study, B
represents the TRADITIONAL FINE detection model of
CNN, and C represents the traditional AdaBoost coarse
detection model.

4.2. Analysis of Experimental Results. From Figure 3, as time
goes by, the total number of faces detected by all models does
not change linearly, and the maximum number of faces
detected by all models decreases first and then increases
slowly. Because we randomly selected the time period, it
proved the objectivity of the experiment from the side, and
this phenomenon was consistent with real life. At the be-
ginning of the class, the students sat upright and, as the class
went on, some students began to pay attention and ac-
companied by various small movements, which led to the
fluctuation of face detection. The total number of faces
detected by the hybrid model proposed in this study is
higher than that detected by the coarse and fine models in all
time periods, which proves that our model is still reliable
with the change of students’ posture and the passage of time.
From the results, the accuracy of the coarse detection model
is the lowest, and the precision detection is in the middle.
The model in this article absorbs the advantages of the two
models and gets better results.

From Figure 4, the overall change of the accuracy de-
tection result is inconsistent with the experimental result of
total number of faces, among which coarse detection and
fine detection have some similarity. The change of the al-
gorithm in this study is small as time goes by, and it is proved
from the side that the detection time length randomly se-
lected will not affect the mixed model too much. From the
perspective of the first 60 seconds, the detection accuracy of
the model in this study decreases slightly with time, whereas
that of the other two models decrease linearly. The only
difference is that coarse detection drops to the lowest point
and begins to rise linearly after 45 seconds, whereas fine
detection moves backward by about 15 seconds compared
with coarse detection. From the point of view of the min-
imum detection accuracy, the minimum detection accuracy
of the model in this study is close to the maximum accuracy
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FIGURE 4: Comparison of face detection accuracy results.

of rough detection, which is about 78%, and 25% higher than
the minimum accuracy of fine detection. By comparing the
above experimental results from multiple angles, the model
in this study not only achieves a good total number of faces
but also has relatively stable detection accuracy.

As can be seen from Figure 5, in the first 1/3 time points
randomly selected, the students’ attention rate is the highest
corresponding to assassin students’ concentration. After
that, the attention rate of students began to decline and
began to fluctuate slightly after a certain time. It is worth
noting that both algorithms get the lowest attention rate at
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FIGURE 5: Experimental results of the students’ attention rate in the
class.

45 seconds; that is, when the class time is halfway through,
students’ attention is the lowest. In actual classroom
teaching, it is not recommended that the teacher explain the
most important content during this period, and the main
content should be concentrated in the first half of the class.
As the class size generally does not exceed 50, the number of
individual objects is small for the budget algorithm, so the
highest detection rate of the two algorithms is similar.
However, from the average result, the model in this study is
about 10% higher than the fine detection model. More
importantly, the method of judging the students’ attention
rate by the students’ position will reduce the accuracy due to
the different directions of students’ eyes. However, students’
vision can be adapted to more scenes, such as large con-
ference rooms and studio rooms, based on the difference
between target students’ and surrounding students’ vision,
without extra manual marking of students’ locations. The
hybrid model integrates the advantages of various algo-
rithms and can be used in various situations.

Facial expression is the most direct reflection of students’
psychological emotions. In order to better test the effec-
tiveness of the model, we trained the model on a large
number of public facial expression datasets and put 3000 test
pictures from FER20L3 into the trained facial expression
recognition model for testing. The model got seven ex-
pressions, but anger and fear were rarely seen in the
classroom. According to the psychological dichotomies
(positive and negative aspects), this paper divides seven
kinds of expressions into two categories. The latitude of
negative emotion represents the emotional experience of the
individual showing negative or angry emotion, while the
dimension of positive emotion reflects the individual
showing positive emotion. So we classify happiness, surprise,
and neutrality as positive emotions, anger, disgust, fear, and
sadness as negative emotions.
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FIGURE 6: Student facial expression recognition results.

The experimental results are shown in Figure 6. By
comparing the experimental results of algorithm and
manual marking, it can be concluded that the accuracy rate
of facial expression recognition model for students in natural
class is 90%. More importantly, students’ positive emotions
continued to decline in the first 2/3 of the period from the
beginning of class, and their negative emotions reached the
highest level in the period from 1/2 to 5/6. The experimental
results and analysis are in line with the actual situation, so
school administrators should timely adjust the distribution
of the classroom content according to these results, so as to
improve the learning efficiency of students in a limited time.

5. Conclusions

In education, the classroom has always been the most im-
portant occasion for students and teachers to study and
communicate, and the behavior state of students in the
classroom has also attracted academic attention and re-
search. This study collects students’ classroom behavior state
based on video images and analyzes the evaluation methods
and shortcomings of classroom teaching at present. The
basic methods of classroom behavior state are reviewed, face
detection algorithm and expression recognition algorithm
are introduced, and the implementation details are de-
scribed. Based on the traditional algorithm, the hybrid face
detection algorithm is improved, and a face expression
recognition model based on visual t is established for stu-
dents, and the feasibility and accuracy of the system are
verified in the public dataset. It proves that the intelligent
analysis of students’ classroom videos will help teachers and

other school administrators to make teaching scientific and
improve teaching quality. Along with the continuous de-
velopment of intelligent devices such as sensors, the phys-
iological signal and other modal information will be added
to the more video intelligent analysis of college students,
through a variety of modal signal complement each other,
will all aspects of the analysis of students’ comprehensive
emotional state, to help teachers and school administrators
scientific teaching, further improve the quality of teaching.
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The dataset used in this study are available from the cor-
responding author upon request.
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