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Aiming at the project demand forecasting problem based on multisource data fusion, a multisource heterogeneous data fusion
model is established, and the unified quantitative representationmethod of heterogeneous data based on triangular fuzzy numbers
is studied, and the ordered weighted average operator is used to integrate the preferences of decision-makers. A multisource
heterogeneous data fusion algorithm that supports multiuser decision-making is designed. Based on the analysis of the internal
and external environment of human resources in a company’s engineering positions, this paper qualitatively analyzes and selects
the factors affecting the demand for talents in key positions in a company based on the characteristics of demand influencing
factors and finds out the quantifiable and influential factors from the representative factors of talent demand for key positions in a
company. Using historical data, statistical methods are used to process the eight related factors of a certain company, which
confirms the factors that have a greater impact on the demand for talents in key positions of a company and influences the demand
for talents in key positions in companies of the same type. +e identification of factors provides a basic argument for a company.
According to the results of statistical analysis and the characteristics of existing data, two variables of factory output and time are
selected to be used in regression analysis forecasting model and gray system forecasting model of a certain company to predict the
demand for key talents of a certain company. +e company finally adopts combined forecasting. +e method determines the
predicted value of the talent demand for a certain company’s key positions. According to the results of demand forecasting and the
current status of human resource management in a company, this article proposes a company’s key position talent management
planning measures, in order to provide a reference for the management of a company’s key company position talents and ensure a
company’s key company positions in the future talent demand reserve.

1. Introduction

In the process of enterprise informatization construction,
due to the phased, technical, and other economic and human
factors of the construction of various business systems and
the implementation of data management systems, enter-
prises have accumulated a large number of business data in
different storage methods during the development process.
Data fusion is the multilevel, multifaceted, multilevel pro-
cessing and combination of multiple sets of sensor data
obtained from the same target to generate new meaningful
information. +e sensor here is in a broad sense, generally
referring to the relevant databases of various data acquisition

systems. Data fusion is a processing method of multisource
information. Simply put, data fusion is a comprehensive
algorithm of multiple data. +e purpose of processing is to
reason and identify the obtained information and make
estimates and judgments accordingly. By fusing multisensor
data, confidence can be increased, ambiguity can be reduced,
and system reliability can be improved [1–7].

Data fusion originated in the 1970s, initially out of
military needs, and rapidly expanded to areas such as au-
tomatic control, medicine, intelligent buildings, and com-
merce in research. +e analysis objects are also extended
from physical goals to information goals and even cognitive
goals. +e theoretical basis of data fusion is information
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theory, detection and estimation theory, statistical signal
theory, fuzzy mathematics, cognitive engineering, systems
engineering, and so on. In 1986, Joint Directors of Labo-
ratories established a function-oriented basic model and
basic terminology, and in 1998, it was further improved.
Although the JDL model is based on military proposals, it is
also suitable for other application fields.+e JDLmodel does
not involve system structure. Bowman et al. extended this
and proposed the concept of hierarchical data fusion tree,
dividing the fusion problem into nodes [8–16]. Each node
conceptually includes functions, such as data association,
correlation, and evaluation. On this basis, Boss 6 colors
further developed and proposed a set of modeling and
simulation methods to realize the design of data fusion
system, as can be seen in Figure 1, which mainly explains the
whole system of data fusion system and its content.

Data fusion is essentially an integrated process of using
computers to process, control, and make decisions on
various information sources. +e functions of the data fu-
sion system mainly include detection, correlation, identifi-
cation, and estimation. Data fusion can be divided into five
levels: detection-level fusion, location-level fusion, attribute-
(target recognition-) level fusion, situation assessment, and
threat estimation. Related to this article is mainly the at-
tribute -level fusion, also known as target-recognition-level
fusion. It refers to the combination of target recognition data
from multiple sensors to obtain a joint estimation of target
identity. Attribute-level fusion uses multiple sensors to
collect the data of the observed target, performs feature
extraction and data combination, grouping the same target,
and then using the content algorithm to synthesize the
grouped data of the same target, and finally gets the joint
attribute judgment of the target. +at is, the type and cat-
egory of the target are obtained. According to different
fusion locations, attribute-level fusion is divided into three
methods: decision-level fusion, feature-level fusion, and
data-level fusion [17–20].

So far, researchers have proposed more than 30 data
fusion models; the most cited is the JDL model of the US
Department of Defense. Many mature applications of these
models have appeared in the fields of target tracking, image
fusion, and so on, but there are relatively few applications in
data mining and natural language processing. Data fusion
technology is an emerging interdisciplinary comprehensive
theory and method. After decades of development, break-
through progress has been made, but there are still many
problems. For example, there is no unified definition, lack of
systematic and complete basic theory, and so on. To sum up,
in the face of the emerging scientific theory and method of
data fusion, it is necessary to conduct in-depth systematic
research on the existing data fusion technology and find its
fit with the field of natural language processing from both
theoretical and practical levels.

+ere are documents that have studied multisensor data
fusion technology based on statistics and artificial intelli-
gence methods and others that have studied the organization
and management of multisource heterogeneous data in
mobile geographic information systems and have established
multisource heterogeneous data fusion models. +e

combination of sensor network and data fusion technology
proposes a Kalman filter batch estimation fusion algorithm;
some literature has studied the fusion method of massive
multisource heterogeneous data in the Internet of +ings
environment and has been successfully applied in the
process of target positioning and tracking. +e literature has
studied the intelligent maintenance decision-making ar-
chitecture of the high-speed rail signal system based on
heterogeneous data fusion, which has improved the accuracy
and effectiveness of decision-making. Someone has studied
the multisource heterogeneous data fusion technology in the
construction of digital mines, ensuring that the construction
of digital mines is in progress. +e basic information plat-
form is safe, stable, and efficient [21–25].

+e type and structure of the fusion data is limited, and
most work only incorporates an additional type of auxiliary
information, which has domain limitations and sometimes
relies on rules and expert knowledge and high labor costs.
+e more sufficient the auxiliary data is, the more com-
prehensive the hidden representation of users and items can
be obtained. In the recommendation prediction, the rich
feature relationship between the two can be integrated to
obtain more accurate results. +e structural dimensions of
different data sources are also different, and the distribution
of data is also very different, which also increases the dif-
ficulty of integrating more data in breadth. Including the
adopted data management system is also very different; from
simple file database to complex network database, they
constitute the heterogeneous data source of the enterprise.

+e fusion method is relatively preliminary, and the
barriers between heterogeneous data have not been broken.
In a related research, linear transformation is performed in
the hidden semantic space of multisource data, and the
method of adding and multiplying is used to integrate into
the recommendation model, and it is impossible to fit the
relationship between complex multisource heterogeneous
data. To make matters worse, other auxiliary data may
contain other information that has nothing to do with the
recommendation. +e mechanized fusion will introduce
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Figure 1: Data fusion system.
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unnecessary noise, which will reduce the accuracy of the
recommendation model. In addition, multisource data only
supplements the characteristics of the recommendation
model itself, and the feature information between each
multisource heterogeneous data source also lacks in-depth
interaction and cannot achieve synergistic effects [26–29].

In addition to numerical data, there are other description
forms such as language or symbols. Various descriptions
lead to the ambiguity, difference, and heterogeneity of the
structure and semantics of the data information. On the
other hand, the decision-making process needs to com-
prehensively consider various heterogeneous data and in-
formation and make final decisions through the fusion of
data and information. +erefore, starting from the char-
acteristics of heterogeneous data, this paper studies a
multisource heterogeneous data fusion method that sup-
ports multiuser decision-making.

Human resource forecasting refers to the assumption of
the human resource situation in a certain period of time in
the future based on the evaluation and prediction of the
enterprise, as shown in Figure 2. It mainly includes the
forecast of the quantity and type of human resource demand
for the future development of the enterprise; the forecast of
the future human resource status of the enterprise; the
forecast of the future industry competition situation; the
forecast of the supply and demand relationship of social
human resources. Experience forecasting method, current
situation planning method, model method, expert discus-
sion method, quota method, and top-down method are
commonly usedmethods for human resource forecasting. At
present, the research on the special field of enterprise human
resource forecasting needs to be in-depth. In practical ap-
plications, it is necessary to further improve the accuracy
and feasibility of the forecast and at the same time increase
the forecast of ability and quality based on the forecast of the
number of personnel. In addition, there are few applied
researches on human resource forecasting methods in
specific enterprises.

2. Multisource Heterogeneous Data
Fusion Model

Human resource forecasting can be divided into human
resource demand forecasting and human resource supply
forecasting, including the dual meanings of foreseeing and
measuring the future. When studying the status of a large-
scale system, the status of each part of the system is usually
judged first and then integrated to comprehensively judge
the overall status. +erefore, a fusion method is needed to
fuse the data of each part. Subsequently, multisource data
fusion technology emerged, which can associate and com-
bine data frommultiple sensors, and integrate them together
for a unified evaluation. According to the characteristics of
the fusion algorithm, it can be summarized as data-level
fusion, feature-level fusion, and decision-level fusion. Data-
level fusion directly integrates the original log information
obtained by the detector, and then, the fused data is processed
in the next step. In this way, many details of the original data
are retained, the amount of information lost is relatively small,

and the granularity of fusion is relatively high. However, this
fusionmethod is easily affected by the original data.When the
original data is incomplete or the data stability is poor, it will
directly affect the effect of the fusion, and the fused data must
be homogeneous data. In addition, because many details in
the original data are retained, the amount of calculation is
relatively large and the processing cost is relatively high,
which is not suitable for real-time fusion. +is method has
many applications in the field of image processing. Different
from data-level fusion, feature-level fusion first performs data
preprocessing and feature extraction on the data obtained by
each detector and removes attributes that are weakly or ir-
relevant to the researched problem and then performs data
extraction on the extracted feature data. Compared with the
data-level fusionmethod, because the data fused by this fusion
method is the data after feature extraction, the amount of data
is small, the processing cost is low, the anti-interference ability
is strong, the real-time performance is better, and hetero-
geneous data can be fused. Decision-level fusion first extracts
the features of the original log information of each detector
and analyzes and models it and then uses the single-source
decision output from the model as a fusion factor to fuse, and
the result of the fusion is the decision result of comprehensive
multisource information. Compared with the other two fu-
sionmethods, this method has the smallest amount of data, so
it has the best real-time performance and the lowest com-
putational cost. And when the original data is unstable, the
impact on fusion is minimal, and heterogeneous data can be
fused. Enterprise human resources forecasting is a series of
studies on the development trend, prospects, various possi-
bilities, and consequences of enterprise human resources.

2.1. Multisource Heterogeneous Data Fusion Method.
Data fusion is essentially the collaborative processing of data
from multiple parties to achieve the purpose of reducing
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redundancy, comprehensive complementation, and cap-
turing collaborative information. Data fusion is divided into
data-level fusion, feature-level fusion, and decision-level
fusion according to operation level. +is paper studies the
fusion of multiple data sources at the decision-making level,
and its methods mainly include weighted average method,
D-S evidence theory, and voting.

2.1.1. Weighted Average Method. Calculate the support
value of each data source for decision-making, wi is the
weight of data source i, and tij is the support of data source i
to the j-th decision. +is method judges the pros and cons of
decision-making schemes according to the degree of sup-
port, which is easy to operate, and considers the importance
of the data source and other characteristics, but the deter-
mination of the weight contains subjective factors.

2.1.2. D-S Evidence +eory. +e space formed by all possible
results of the object to be recognized is defined as the
recognition frame D, and its subset is marked as 2D, and the
definition is as follows:

m : 2D⟶ [0, 1], (1)

where

m(Φ) � 0,


A⊆2D

m(A) � 1.
(2)

φ is the quasi-empty set, and then, m is the basic
probability allocation function (BPAF) on 2D, which actually
assigns the trust degree of the subset of D based on the
evidence.

In practice, different mi is often obtained for the same
problem due to different evidences. After considering all the
evidence, m can be obtained by the following formula:

m(A) � K
− 1


∩Ai�A

 mi Ai( (1≤ i≤ n), (3)

where

K � 
∩Ai≠ϕ

 mi Ai( .
(4)

+e D-S evidence theory is based on BPAF and can deal
with the uncertainty caused by “not knowing.” +e disad-
vantage is that the elements in D must meet the mutually
exclusive condition, and the calculation is complicated when
there are too many BPAFs.

2.1.3. Voting Method. Consider each data source as a voter,
and determine the pros and cons by comparing the number
of votes obtained by each decision.+e calculationmethod is

Sup ai(  � F Supj ai(  . (5)

Among them, ai is the i-th decision, and Sup(ai) is the
“number of votes”; Supj(ai) is the support of the j-th data

source for ai. If it supports it, it is 1; otherwise, it is 0, and the
function F can be defined as continuous add and sum. It is
difficult to determine the BPAF for multisource heteroge-
neous data. +e voting method cannot distinguish decisions
with the same number of votes. Taking the preferences of
decision makers into consideration, the OWA method is
used to fuse the data in this article. +e error is compared in
Figure 3.

2.2. Multisource Heterogeneous Data Fusion Structure.
+e fusion structure of multiple data sources is shown in
Figure 4. +e data fusion process takes into account the
characteristic factors expressing user needs and the reli-
ability of information, uses context knowledge and domain
knowledge, and uses voting to resolve data conflicts and
other issues.

Aiming at the previously mentioned model, this paper
designs a multisource heterogeneous data fusion structure
model that supports multiuser decision-making. +e data
fusion engine in the model includes four modules: data
warehouse, decision support calculation, OWA operator
weight vector calculation, and data conversion and sorting.
+e specific descriptions are as follows. (1) +e data ware-
house implements data selection, feature extraction, and
statistics operations: data integration, elimination of data
heterogeneity and differences, and providing data sources
for subsequent data processing. (2) +e decision support
calculationmodule obtains data of relevant dimensions from
the data warehouse according to the decision attributes and
calculates the impact of each data source on the decision: the
support value sij (the support degree of the data source i for
the j-th decision). (3) +e OWA operator weight vector
calculation module calculates the OWA weight wi according
to the fuzzy semantic principle provided by the decision
maker. +e choice of fuzzy semantic parameters reflects the
decision maker’s: the preference attitude of the data source.
(4) Data are converted and sorted according to the credi-
bility or importance of the data source provided by the
decision maker, combined with the OWA weight vector wi
to convert sij and sort the converted results in order of size,
and sort the result, which is calculated by summing the final
decision value.

3. Multisource Heterogeneous Data
Fusion Algorithm

3.1. Data Types and +eir Characteristics. +is technology
has become a research hotspot in the fields of data pro-
cessing, target recognition, situation assessment, and in-
telligent decision-making. Data can be described in terms of
quantity and quality. +e quantity is represented by nu-
merical values, and the quality is described by linguistic
variables. According to the different ways of data descrip-
tion, this paper divides the data into qualitative and
quantitative types, focusing on the four types of descriptions
of random variables, binary type, language level, and vo-
cabulary terminology. +e predicted values are compared in
Figure 5. As can be found for these figures, the third one
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exhibits the best performance of all, which is also consist
with the previously mentioned analysis.

In the case of large samples, random variables follow a
normal distribution. Binary data is used to describe the
affirmation or negation of facts, and the value space is mostly
{1, 0} or {True, False}. +e data indicating the degree is
generally expressed by Chinese adverbs of degree: very good,
very poor, and so on. +e degree level mostly uses 7 or 9
standards. +e data based on the vocabulary term uses the
vocabulary or term specified in the vocabulary space to give a
qualitative description of things, and the number of vo-
cabulary depends on the specific situation.

3.2. Support Calculation Based on Triangular FuzzyNumbers.
Taking into account the existence of ambiguity in the de-
scription of multisource data, triangular fuzzy numbers can
be used to calculate the support value of the data for de-
cision-making.

3.2.1. Conversion of Random Data. Suppose

x0 � μ − 3σ,

x′ �
x − x0

6σ
.

(6)
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If the value of the random variable is larger, its support
for decision-making is also greater. If the interval [μ− 3σ,
μ+ 3σ] is divided into n equal parts, the conversion from
random data to support can be defined as

s(x) �

(0, 0, 0), x≤ μ − 3σ,

i

n
, x′,

i + 1
n

 ,
3σi

n
+ x0 < x≤

6σ(i + 1)

n
+ x0,

(1, 1, 1), x> μ − 3σ.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(7)

If the value of the random variable is smaller, its support
for the decision plan is greater, and then, the support is
defined as

s′(x) � (π1, 1, 1) − s(x). (8)

3.2.2. Conversion of Binary Data. Binary data is described by
1 or 0. If the numbers of 1 and 0 in the data source are n and
m, respectively, and the support is based on the value 1, and
then, the support of the data source for decision-making is
defined as

s(x) �
n

n + m
,

n

n + m
,

n

n + m
 . (9)

3.2.3. Conversion of Degree Data. Generally speaking, 7 or 9
standards can be used to describe the quality of objects. +is
article adopts 7-level standards. +e expression of degree
adverbs can be divided into proportional type (the higher the
efficiency, the better) and the inverse type (the higher the
cost, the worse), and the degree of support for decision-
making of each level can be quantified. +e power in dif-
ferent situation is show in Figure 6, which shows the
agreement between the prediction and the previously
mentioned analysis in detail.

3.3. Data Fusion Algorithm. Suppose n decisions: A�(A1,
A2,...,An), m data sources: S�(S1, S2,...,Sm), and the credi-
bility (or importance) of each data source is pi. +e data
fusion algorithm is described as follows.

Step 1. Calculate the support of the data source for decision-
making; extract data from the data warehouse, according to
the different types of data and according to the previously
mentioned method to convert it into the support for de-
cision-making:

Sij � aij, bij, cij . (10)

Among them, Sij is the support degree of the i-th data
source for the j-th decision target, and (aij, bij, cij) is the
triangular fuzzy number representation of the support
degree.

Step 2. Determine the weight vector of the OWA operator;
select the appropriate fuzzy semantic quantization criterion
according to the preference of the decision maker” and
determine the corresponding parameter and value. +e
principle of fuzzy semantics is generally “majority,” “at least
half,” or “as much as possible,” and their parameter values
are (0.3, 0.8), (0, 0.5), and (0.5, 1), which can be determined
according to the parameters Fuzzy semantic quantization
operator f(x). According to f(x), obtain the OWA weight
vector w�(w1, w2,..., wn); n is the number of data sources.
Obtain the value of c.

Step 3. Convert sij according to the credibility (or impor-
tance) pi and support value sij of each data source; in order to
use the OWA weight vector, each decision value needs to be
converted according to pi and sij and sorted in order of
magnitude. +e conversion method adopts the fuzzy
judgment method. Assume

sij min � pisij,

sij max � pi + sij − pisij,

sij ave �
n


n
i�1 pi

pisij.

(11)

Step 4. Fuse the data according to the OWA operator weight
vector and the converted support, and calculate the final
decision value of each decision:

sj � 
m

i�1
wibij, j � 1, 2, . . . , n. (12)

Step 5. Make a decision based on the actual problem
according to the decision value. +e corresponding pre-
diction is shown in Figure 7.

4. Forecast of Engineering Job Demand

Enterprise human resource demand forecasting is to predict
human resources, which is a complex system, so, it must be
completed based on a scientific forecasting model. +is
article has already sorted out the existing human resource
demand forecasting models. In the qualitative and quanti-
tative models of demand forecasting, each category contains
many models with different forecasting focuses. To predict
the needs of enterprise human resources, only those practical
methods are scientific. After the previous analysis of the
forecasting object and the internal and external human
resources environment of the enterprise, the appropriate
forecasting method can be determined according to the
characteristics of the enterprise.

+is article is a mid- and long-term forecast of the talent
needs of a company’s key positions. When choosing a
forecasting method, it should be taken into account that due
to the different degree of influence of internal and external
factors, the results of the forecast of the talent demand for
key positions will be different, so the main influencing
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factors need to be selected when forecasting. When pre-
dicting the total demand for talents, different variables are
selected and a variety of forecasting schemes are used for
forecasting, so that the information contained in various
methods can be integrated to obtain more accurate fore-
casting values. Generally speaking, the selection of the
method for forecasting talent demand for key positions in
this article is mainly based on the following considerations.

(1) +ere are many factors that affect the demand for
talents in key positions, but different factors some-
times have inherent correlations. +erefore, we
should consider screening all factors to find out the
main factors. In this way, we can consider using a few
A variables to describe the nature of multiple
variables.

(2) According to the data processing results, consider
using one or more factors that have a greater impact
on the demand for talents in key positions, and use
mathematical models in statistical methods such as
regression analysis and forecasting to predict the
demand for talents, which will make the results more
scientific, so as to obtain a better prediction effect.

(3) +e development of enterprise human resources is a
function with time as the basic variable. As time
changes, the quantity and status of enterprise human
resources are changing. +rough the analysis of the
internal and external environment of human

resources of a company, it can be seen that the
company is in a period of stable development, and
the demand for talents in key positions has time
continuity. +erefore, the time factor is an indis-
pensable and important factor in the forecast of
demand for talents in key position variable.

(4) Both theory and practical experience show that the
combined forecasting method concentrates more rel-
evant information and forecasting skills, so it can
obtain better forecasting effects than single forecasting
models, significantly improve the forecasting effect,
and reduce the systematic error of the forecast.
+erefore, this article will consider the use of combined
forecasting methods to obtain the forecast value of the
total demand for talents in order to reduce forecast
errors and improve forecast accuracy.

Based on the previously mentioned considerations, this
article will choose a quantitative forecasting method to predict
a company’s demand for key position talents and engineering
professional and technical personnel (scarce talents) from 2006
to 2010. Comprehensive analysis and applicable methods are
regression prediction model, gray system GM (1, l), prediction
model, and combination prediction. +is article will first use
the first two methods to forecast the demand for talents in key
positions and finally use the combined forecasting method to
comprehensively process the results of the two forecasts and
obtain the forecast value of the demand for key positions in a
company. +e x y variation is shown in Figure 8.
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Based on the analysis of the internal and external en-
vironment of a company’s human resources, the preceding
article qualitatively describes the factors that affect the talent
needs of key positions. +is qualitative analysis is only a
preliminary identification of influencing factors and does
not clarify the correlation and degree of influence on the
number of talents in key positions. +erefore, it is necessary
to carry out statistical analysis of various factors to find out
the main factors affecting the demand for talents in key
positions.

Based on the qualitative analysis of the internal and
external influencing factors of talents in key positions, this
paper selects some representative indicators that can be
quantified among the factors to study the contribution of
each factor to the demand for talents in key positions and
engineering and technical personnel of a company degree
and inner law.

+rough the correlation test, we found that the A djus te
dR Squ s re (① value) among the total talents in key po-
sitions is closest to 1 and has three important factors in
qualitative analysis: the annual output of raw coal, the re-
source recovery rate, and the annual output of clean coal.
Among them, the correlation coefficient between the annual
output of raw coal and the demand for talents in key po-
sitions is the largest, with a value of 0.907. +e resource
recovery rate is negatively correlated with the demand for
talents in key positions, with a value of -0.75.+e correlation
between the annual output of products is also not very
significant, and the correlation coefficient value is 0.772 after
the correlation analysis and processing of each factor index
by SPSS software. +ere is an asterisk next to the correlation
coefficient value of the annual output of raw coal, which
indicates that when the specified significance level is 0.0 5.
+e associated probability of the statistical test is less than or
equal to 0.0 5 (shown as 0.013 in the table); that is, the annual
output of raw coal is talents in key positions, which are
significantly correlated and positively correlated.

+erefore, the results of data processing show that,
among the selected factors, the factor that has the greatest
impact on the demand for talents in a company’s key po-
sitions is the company’s annual output value. +is result is

also the basis for the next personnel demand forecast. Based
on this conclusion, we will use regression analysis methods
to predict talents in key positions, which is the basis for
selecting regression prediction methods in this article.

Analyzing the correlation test results between engi-
neering professional and technical personnel and indicators
of various influencing factors, it can be known that there are
no indicators that have an important influence on engi-
neering professional and technical personnel in terms of
qualitative analysis among the selected indicators. +at is to
say, there is no index suitable for the regression prediction of
engineering and technical talents among the selected indi-
cators, so this article will use the gray prediction model to
predict such talents.

Although the current coal industry has a good momentum
of development, due to the country’s relevant regulations on
coal production, excessive exploitation of resources is not
allowed (mine production is not allowed to exceed its approved
production capacity), which is why the planned annual pro-
duction value tends to stabilize. +is planned value will be
reserved relative to actual production, so the predicted value
obtained by using the regression prediction model will be
slightly smaller than the actual demand. At the same time, based
on the actual situation of a certain company, since some people
engaged in extractive work will meet the requirements for
relocating extractive positions for 25 years in the next two years,
considering the number of gaps in this part of personnel, there
will be additional extractive positions in 2008 and 2009 number
of talents. Based on the previously mentioned reasons, it can be
seen that a company’s actual demand for talents in key positions
will increase based on the combined forecast value.

In addition, through the previous analysis, we know that
another aspect of a company’s demand for talents in key
positions is the demand for competence and quality.
Combining the development goals of the mine’s future
development plan for the personnel’s educational structure,
it can be known that the proportion of professional and
technical personnel will increase in the personnel structure
of key positions, and the proportion of high-level scientific
and technological personnel will also increase to a certain
extent.
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Figure 8: x and y variation.
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+e purpose of forecasting is to meet the demand for
personnel in key positions and improve labor productivity.
Only by strengthening the management of talents in key
positions, fully mobilizing the enthusiasm of these per-
sonnel, and improving the overall competence and per-
formance of talents in key positions can the goal of
improving the overall performance of the enterprise be
achieved. +erefore, it is necessary to use the theory of
human resource management and combine the actual sit-
uation of a company to formulate corresponding planning
measures for the management of talents in key positions of a
company, in order to achieve the role of management and
incentives for talents in key positions and promote the
steady development of the company.

5. Conclusion

+is paper qualitatively analyzes and selects the factors affecting
the talent demand of key positions; a certain unit finds the
quantifiable and influential factors according to the charac-
teristics of demand influencing factors. Representative factors
of talent demand for key positions in a certain unit. Using
historical data, statistical methods are used to process the eight
related factors of a certain unit, which confirms the factors that
have a greater impact on the demand for talents in key po-
sitions of a certain unit, affecting the demand for talents in key
positions of the same type of enterprise. +e identification of
factors provides a basic argument for a certain unit. Hence, the
following conclusions can be obtained.

(1) Based on the results of statistical analysis and the
characteristics of existing data, two variables of
factory output and time are selected to be used in
regression analysis forecasting model and gray sys-
tem forecasting model for a certain unit to predict
the demand for talents in a key unit; a certain unit
finally adopts a combination forecast. +e method
determines the predicted value of talent demand for
a certain unit’s key positions.

(2) Besides, according to the results of demand fore-
casting and the current status of human resource
management in a certain unit, this article proposes
talent management planning measures for key po-
sitions in a certain unit, hoping to provide a refer-
ence for the management of key talents in a certain
unit and ensure a certain unit’s key positions in the
future talent demand reserve.
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