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Due to the low efficiency of traditional data analysis methods for massive e-commerce data analysis, an e-commerce data analysis and prediction method based on the GBDT deep learning model was proposed. Purchase behavior is divided into another category, which transforms the problem of e-commerce data analysis and prediction into a binary classification problem. At the same time, we extract 107 features that can reflect the user behavior and construct the GBDT model. The characteristics include counting class, sorting class, time difference class, conversion rate class, and so on. It follows from the above that the analysis and prediction of e-commerce data are realized. In addition, the results show that when the learning rate of GBDT model parameters is 0.05, the number of basic learners is 200, the tree depth is 20, the threshold is 0.5, the model prediction effect is best, and the F1 value can reach 0.12. Compared with the traditional prediction model based on logistic regression and neural network, the proposed GBDT model is more suitable for e-commerce data analysis and prediction.

1. Related Work

The development of computer technology and Internet technology has accelerated the construction and popularization of e-commerce platform. In the era of economic globalization, e-commerce has played a positive role in national economic and social development. Therefore, the use of e-commerce can improve business efficiency and promote sustained and healthy economic development, which is the focus and difficulty of current economic research. The premise of using e-commerce to improve business efficiency is to fully understand the e-commerce platform, which requires the analysis and prediction of e-commerce data. At present, the analysis and prediction methods for data mainly include two categories based on logistic regression and neural network, and the analysis and prediction of data can be realized by constructing the corresponding optimal prediction model using training sets. For example, Ozgur and Franklin analyzed multiple linearity in independent variables of the logistic regression model and applied it to actual data analysis cases [1]. The results show that the logistic regression model is easy to operate in data analysis and can obtain relatively comprehensive prediction results. Cioci et al. and Rekha et al. believed that multiple logistic regression (MLR) used to analyze categorical variables or continuous variables has a positive impact on the single dichotomy by reviewing the statistical methods of adjusting baseline differences in nonrandom studies [2, 3]. It can be seen that the data analysis can be realized according to the data format. [4] realized the prediction of Indian stocks by analyzing the data of Indian stocks based on the advantages of machine learning, especially the recurrent neural network, which can better extract the features of text and data [4, 5]. On the basis of deep learning, Son et al. and Jin et al. adopted the LSTM model to achieve spatiotemporal data prediction and conducted visual analysis [6, 7]. Guo et al. and Agafonov realized the prediction of microinternal leakage by analyzing the data of hydraulic cylinder based on the neural network model [8, 9]. The above method has made some research results in data analysis and prediction. However, due to the huge amount of e-commerce data, the data
structure is complex and the data characteristics are rich; if the above method is used to analyze e-commerce data, there is usually a problem of the low efficiency of data analysis, prediction, or the accuracy of prediction. In order to solve the above problems, this paper, with the help of the gradient boosting decision tree (GBDT) model, which has the advantages of high prediction accuracy, few parameters, and stable training process, an e-commerce data analysis and prediction method based on GBDT deep learning model is proposed.

2. Introduction to GBDT Model

The GBDT model is an iterative decision tree algorithm, consisting of multiple decision trees as the base learner. The accuracy of the whole model is improved by trying to reduce the deviation of each decision tree. For the regression and classification problems, the decision trees adopted by the GBDT model are CART regression trees [9]. The CART regression tree is generated by traversing all the data features and dividing the data set into nodes in turn. Firstly, the features are selected according to the least square error, then each region is divided into two regions, and finally, the mean value of the current region is output to establish a regression tree [10]. The steps are as follows:

1. Suppose the training dataset is \( D \), the feature with the least square error is \( j \), and the corresponding partition node is \( s \). Solve (1) to obtain the optimal partition feature.

\[
\min_{j,s} \left[ \min_{c_1} \sum_{x \in R_1(j,s)} (y_i - c_1)^2 + \min_{c_2} \sum_{x \in R_2(j,s)} (y_i - c_2)^2 \right].
\]

(1)

2. Select the best \((j, s)\) to divide regions and output corresponding region values:

\[
R_1(j, s) = \{x | x^{(j)} \leq s\}, R_2(j, s) = \{x | x^{(j)} > s\}
\]

\(\tilde{c}_m = \frac{1}{N_m} \sum_{x \in R_m(j,s)} y_i, \quad x \in R_m, m = 1, 2.\)

(2)

3. Repeat the above operations for the two divided regions until the termination conditions are met.

4. Divide the input space into \( R_1, R_2, \ldots, R_M \) subregions, where \( M \) is the number of subregions, and the final decision tree is generated.

\[
f(x) = \sum_{i=1}^{M} \tilde{c}_m I(x \in R_m).
\]

(3)

2.1. Gradient Boosting Tree. The GBDT model usually adopts gradient boosting tree to optimize the model learning process. Using the negative gradient of loss function as the descent mode, the regression tree can be constructed rapidly. The generation method of gradient boosting tree is as follows:

1. Set input training dataset as \( T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \) and loss function as \( L(y, f(x)) \). Then, initialize \( f_0(x) = 0 \).

2. Calculate the pseudo-residual of sample \( i = 1, 2, \ldots, N \) according to the following formula [11]:

\[
r_{mi} = \frac{\partial L\left(y_i, f\left(x_i\right)\right)}{\partial f(x_i)} \cdot f(x) - f_m(x).
\]

(4)

3. Conduct fitting learning for the residuals and then obtain a regression tree \( h_m(x) \), \( m = 1, 2, \ldots, M \).

4. Update:

\[
f_m(x) = f_{m-1} + h_m(x).
\]

(5)

5. Finally, get the gradient boosting tree:

\[
f_M(x) = \sum_{m=1}^{M} h_m(x).
\]

(6)

2.2. Selection of Loss Function. Common loss functions include squared error, hinge loss, and logistics regression loss. The mathematical expressions are shown in formulas (7)–(9) [12]. Among them, squared error loss function is mainly used for regression model, and hinge loss function is mainly used for SVM classifier. Therefore, this paper adopts logistics regression loss function as GBDT model loss function.

\[
L(y, f(x)) = \sum_{i=1}^{n} (f(x_i) - y_i)^2
\]

\[
L(x, f(x)) = \sum_{i=1}^{n} \max(0, 1 - y_i f(x_i))
\]

\[
L(y, f(x)) = \sum_{i=1}^{n} \log(1 + \exp(-y_i f(x_i))).
\]

(7)

(8)

2.3. Classification Method of GBDT Model. Above all, the classification calculation process of GBDT model using logistics regression loss function can be summarized as follows:

1. Let the training dataset be \( T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \), and the loss function be \( L(y, f(x)) = \ln(1 + \exp(-2y f(x))) \), \( y \in \{0, 1\} \); initialize:

\[
f_0(x) = \frac{1}{2} \ln \frac{P(y = 1|x)}{P(y = 0|x)}.
\]

(8)

2. Calculate the pseudo-residual of sample \( i = 1, 2, \ldots, N \):
\[
\begin{align*}
    r_{mi} &= \frac{2y_i}{1 + \exp(2y_i (f_{m-1}(x_i)))} \\
    c_{mj} &= \frac{\sum_{x_i \in R_{mj}} r_{mj}}{\sum_{x_i \in R_{mj}} (2 - |r_{mj}|)} \\
    f_m(x) &= f_{m-1}(x) + \sum_{j=1}^{J} c_{mj}I(x \in R_{mj}).
\end{align*}
\]

(3) Adopt regression tree to fit (12) and then obtain the leaf node region \( R_{mj}, j = 1, 2, \ldots, J \) of \( m \) trees.

\[
\{(x_1, r_{m1}), (x_2, r_{m2}), \ldots, (x_N, r_{mN})\}.
\]

(4) Calculate \( j = 1, 2, \ldots, J, i = 1, 2, \ldots, N \):

\[
c_{mj} = \frac{\sum_{x_i \in R_{mj}} r_{mj}}{\sum_{x_i \in R_{mj}} (2 - |r_{mj}|)}
\]

where \( m = 1, 2, \ldots, M \).

(5) Update:

\[
f_m(x) = f_{m-1}(x) + \sum_{j=1}^{J} c_{mj}I(x \in R_{mj}).
\]

(6) Finally, get the classification tree:

\[
f(x) = \sum_{m=1}^{M} \sum_{j=1}^{J} c_{mj}I(x \in R_{mj}).
\]

(7) Use the difference between the predicted category probability value and the real probability value to fit the loss, then obtain the probability of different categories, and select the prediction category with high probability [13].

\[
P(y = 1|x) = \frac{1}{1 + \exp(-2f(x))},
\]

\[
P(y = 0|x) = \frac{1}{1 + \exp(2f(x))}.
\]

### 4. Simulation Experiment

#### 4.1. Construction of Experimental Environment

This experiment is carried out on 64-bit Windows 7 operating system, and the GBDT model is constructed on Python and TensorFlow framework. The CPU is Intel(R)Core(TM) i7-7770hq 2.8 GHz with 8 GB memory.

#### 4.2. Data Sources and Processing

##### 4.2.1. Data Sources

Select tianchi offline competition data as the experimental dataset to predict user purchase data on December 19, 2014. This dataset includes the historical e-commerce behavior data of 20,000 users on the complete collection of goods from November 18 to December 18, 2014 [15]. Its source data include user behavior dataset \( D \) and product subset \( P \) on the complete collection of goods. Dataset \( D \) contains 4758484 kinds of commodities and 4 behavior types where a total of 9557 commodity categories are missing commodity spatial identification [16]. The field description is shown in Table 1, and some data are shown in Table 2. Dataset \( P \) contains 422858 kinds of commodities. Here, the spatial identification of 1,054 commodity categories is missing. The field description is shown in Table 3, and some data are shown in Table 4.

##### 4.2.2. Data Description

For better data analysis and prediction, it is necessary to understand the overall distribution of data. First, the operational purchase conversion rate of the data is calculated, that is, the proportion of the user’s purchase behavior to its total behavior [17]. Through calculation, the complete behavior distribution of commodities is obtained as shown in Figure 1. It can be seen from the figure that users’ browsing behavior on the complete collection of goods accounts for the largest proportion among all behaviors. Except for the abnormal behavior on December 12, the user’s behavior on other days is relatively stable. The analysis of the reason for the abnormal behavior on December 12 is related to the promotion of “Double 12” on e-commerce platform.

Figure 2 shows the behavior distribution of users on a subset of goods. It can be seen from the figure that the user’s behavior on the subset of goods is mainly browsing. The number of behaviors on December 12 is higher than that on other dates, which is related to the promotion of “Double 12” e-commerce platform. Compared with the user’s behavior on the complete collection of goods, the user’s behavior on the subset of goods varies greatly.

### 3. E-Commerce Data Analysis and Prediction Model Based on GBDT

Based on the above GBDT model analysis, the design of the e-commerce data analysis and prediction method is as follows:

1. Firstly, delete missing values and desensitize all selected e-commerce data. Then, for better data analysis and prediction, the overall distribution of the data is described to obtain the distribution of user behavior.

2. User browsing, collection, and additional purchase behavior are divided into one category. Purchase behavior is divided into another category. In addition, the problem is converted into binary classification problem.

3. Select the features that can reflect the data to build the GBDT model and initialize the parameters of GBDT model, including learning rate, the number of base learners, thresholds, and others.

4. Use the training set to train the GBDT model and tune the model parameters by random search [14]. When the model reaches the maximum number of iterations or optimal parameters, the training is stopped, and the optimal model is output.

5. Use the optimal model obtained by training to predict the data to predict and then output the prediction result. Thus, the analysis and prediction of e-commerce data are realized.
Since the purpose of this paper is to predict the user’s purchase behavior on e-commerce platforms to achieve accurate product recommendation, this paper focuses on the distribution of users’ purchase behavior. Figure 3 shows the user’s purchase behavior on the complete collection of goods, and Figure 4 shows the user’s purchase behavior on the subset of goods. It can be seen from Figure 5 that the fluctuation range of users’ purchasing behavior distribution on the subset of goods is larger than that on the complete collection of goods. The purchasing behavior of users on November 22, November 28, and December 22 is quite different from the usual purchasing behavior, reaching more than 4000.

To further analyze the user behavior, this paper studies the user behavior distribution in 24 hours from the vertical time dimension. Figure 4 shows the user’s behavior distribution in the complete collection of goods, and Figure 6 shows the behavior distribution in the subset of goods. It can be seen from the figure that the number of user behaviors is related to the user’s daily life rules. The number of user behaviors is less in rest time (00:00–08:00), more balanced in working time (09:00–18:00), and reaches the peak in the evening (19:00–23:00) during leisure time.

Figure 7 shows the distribution of user’s purchasing behavior on the complete collection and subset of goods, respectively. It can be seen from Figure 7 that the users’ purchase behaviors are relatively low during 16:00–18:00, and the number of purchase behaviors is generally flat between day and night. This shows that in the complete collection of goods, users have clear intention to purchase goods during working hours, and the purchase conversion rate is high. The purchase conversion rate is lower due to the longer time in the evening. As can be seen from Figure 8, in the subset of goods, the purchasing power of users is lower in
the daytime than in the evening, but it will reach a maximum point in the daytime. Compared with the complete collection of goods, the distribution of users’ purchasing behavior on the subset of goods is not stable.

4.2.3. Data Processing. To better predict the user purchase data on December 19, this paper selects the purchase data on December 18, which is close to the date, as the basis and constructs the data characteristic cycle by analyzing the
interaction between the purchase behavior on December 18 and other dates. There are 6,925 items of purchase data on December 18, among which 4,662 items cannot be matched with the historical data of one month, and the remaining data can be matched with the historical data of one month. Figure 9 shows the historical data distribution that interacts with the behavior that existed on December 18. As can be seen from the figure, the number of interaction data increases significantly in the week before December 18 and reaches the maximum value on December 17. Therefore, this paper adopts the data of one week before the forecast date to predict it.

Considering that part of the user’s purchase behavior on December 18 comes from the direct purchase on that day, there is no interaction with the previous period. There is no positive effect on the user’s purchase behavior prediction. The previous browsing, collecting, additional purchasing, and purchasing behavior have a positive impact on the
prediction of the day. Therefore, this part is selected as the main target of this paper for prediction.

To sum up, this experiment divides the longitudinal dimension according to the data weeks, and the horizontal dimension takes Friday data as the goal to build the model. November 22nd to November 28th, November 29th to December 5th, and December 6th to December 12th are split into training sets. Meanwhile, December 13th to December 18th are split into test sets. Then, the problem is transformed into a binary classification problem by taking the user’s
browsing, collection, and additional purchase behavior as one category and the purchase behavior as another category. In addition, because the data on December 12 are obviously abnormal, they are deleted in order to avoid the influence of the data on the predicted results [19].

4.2.4. Feature Extraction. It is difficult to mine information from the existing feature dimensions because the dataset includes users, commodities, commodity categories, user behavior types, operation time, and other data [20]. Therefore, in order to better mine useful information from data, the 107 features of counting class, sorting class, time difference class, and conversion rate class are selected from the aspects, such as commodities, commodity categories, user-commodity interaction, user-commodity category interaction, and commodity-commodity category interaction, to construct the model [21, 22]. The characteristics of each category and their meanings are shown in Table 5. At the same time, according to the purchase situation of the
corresponding group on the last day, the data are labeled as follows: 0 means no purchase and 1 means purchase.

4.3. Evaluation Indicators. The F1 value is adopted as an indicator to evaluate the e-commerce data analysis and prediction model, and its calculation method is as follows [23]:

\[
\text{precision} = \frac{| \cap (\text{prediction set}, \text{reference set}) |}{|\text{prediction set}|}, \\
\text{recall} = \frac{| \cap (\text{prediction set}, \text{reference set}) |}{|\text{reference set}|}, \\
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
\]

(15)

where prediction set represents the predicted purchase data and reference set represents real purchase data.

4.4. Experimental Result

4.4.1. Parameter Setting. There are many parameters involved in the training process of GBDT model, and different parameters have some influence on model training and prediction. In order to determine the best model parameters, the control variable method is used to carry out experiments on the positive and negative sample ratio, learning rate, number of base learners, tree depth, and threshold that affect the model fitting results. However, because there is an extreme imbalance between positive and negative samples of e-commerce data and this factor has a great influence on the model fitting results, the positive and negative sample ratio needs to be determined first. Then, the learning rate of the model itself and the number of base learners are determined. Finally, the depth and threshold of the tree are determined.

Figure 10 shows the F1 value changes of the model under different ratios of negative samples and positive samples. As can be seen from the figure, when the ratio of negative samples to positive samples is less than 50, the F1 value increases gradually. When the ratio of negative samples to positive samples is between 50 and 100, the F1 value begins to fluctuate. When the ratio of negative samples to positive samples is greater than 100, the F1 value decreases gradually. The reason is that when the negative and positive samples are less than 50, the F1 value of the model is gradually increased as the number of iterations increases and the model underfitting is reduced. When the negative and positive
samples are larger than 100, the model is subject to overfitting, which leads to the reduction of its generalization ability. After comprehensive comparison, the negative and positive sample ratio of the input model selected in this paper is 60.

Figure 11 shows the influence of different learning rates on the predicted results of the model. As can be seen from the figure, different learning rates have different influences on the F1 value of the model. When the learning rate is 0.05, the F1 value of the model is the maximum, and with the increase of the learning rate, the F1 value of the model gradually decreases. Therefore, the learning rate of the proposed model is set at 0.05 in this experiment.

After determining the learning rate of 0.05, the number of base learners of the model is determined, and the results are shown in Figure 12. As can be seen from the figure, with the increase of number of base learners, the F1 value of the model begins to fluctuate and decrease after it starts to rise. When the number of base learners is 30, the F1 value of the model begins to fluctuate. When the number of base learners is 400, the F1 value of the model begins to decline. Therefore, it can be determined that the number of base learners of the model is between 30 and 400, and the median 200 is taken as the number of model base learners in this paper.

Figure 13 shows the influence of different tree depths on the model. It can be seen from the figure that with the increase of tree depth, the F1 value of the model rises first and then decreases. When the tree depth reaches a certain value, the F1 value of the model finally shows an upward trend. The final selected tree depth in this paper is 20.

Figure 14 shows the influence of different thresholds on the model. As can be seen from the figure, when the threshold is less than 0.4, the F1 value of the model rises gradually with the increase of the threshold. When the threshold value is between 0.4 and 0.9, the F1 value of the model fluctuates between 0.130 and 0.135. When the threshold value is greater than 0.9, the F1 value of the model decreases rapidly. Finally, the threshold of the model is determined to be 0.5.

In summary, the parameters of the proposed GBDT model are set as follows: learning rate = 0.05, base learner number = 200, tree depth = 20, and threshold = 0.5.

4.4.2. Comparison of Prediction Results. To further verify the effectiveness of the proposed model, the experiment compares the prediction effect of the proposed model with the traditional logic regression-based prediction model and the neural network-based prediction model. The GBDT model parameters are set according to the parameter setting. Meanwhile, the prediction model parameters based on logical regression of the comparison model are set to the threshold of 0.6. The prediction model parameters based on neural networks are set to the maximum number of iterations of 300. The single training samples are 64, and there are two layers of hidden layers. In addition, the number of nerve nodes per layer is 65.

The GBDT model and comparison model are trained on the training set with a ratio of negative samples to positive
samples of 55, and the test set with a ratio of negative samples to positive samples of 60 is used for testing. The results are shown in Table 6. As can be seen from the table, compared with the comparison model, the proposed GBDT model has the highest F1 score of 0.12, which increases about 50%. Therefore, the proposed GBDT model is more suitable for data analysis and prediction in e-commerce.

### 5. Conclusion

To sum up, the e-commerce data analysis and prediction method based on GBDT model is proposed in this paper. It can be seen that the e-commerce data are preprocessed with missing values, desensitization, etc. At the same time, according to the user behavior, the browsing, collecting, and additional purchase behavior are divided into one category, and the purchase behavior is divided into another category. The problem of e-commerce data analysis and prediction is transformed into a binary classification problem. Then, a total of 107 characteristics of counting class, sorting class, time difference class, and conversion rate class that can reflect the users’ behavior characteristics are extracted to build a GBDT model. Finally, the efficient analysis and prediction of e-commerce data are realized. Compared with the traditional prediction model based on logical regression and based on neural network, the proposed GBDT model is more suitable for e-commerce data analysis and prediction. Also, when the learning rate of the GBDT model is 0.05, the number of basic learners is 200, the tree depth is 20, and the threshold is 0.5, and the prediction effect of the proposed model is best. Meanwhile, the F1 value can reach 0.12. Although this paper has obtained some research results, there are still some deficiencies, which are that the random search method is adopted to tune the GBDT model parameter, whose time cost is higher, and the efficiency generally needs to be improved. Therefore, the model automatic tuning parameter can be adopted in the future to improve the efficiency of model training, so as to realize higher precision analysis and prediction of e-commerce data [24, 25].
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