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Intrusion detection is one of the key research directions of network information security. In order to make up for the deficiencies of traditional security technologies such as firewall, encryption, and authentication, by analyzing the characteristics of network attacks and existing intrusion detection models, the advantages of triadic concept analysis and the application of fuzzy set theory in network intrusion detection are analyzed. The intrusion detection model FCTA based on triadic concept analysis is proposed, which promotes the further development of network intrusion detection. First, we analyze the characteristics of the data and use TF-IDF and Z-Score to normalize and standardize the data to construct a fuzzy triadic background containing quadratic characteristics. It is used to describe the triadic relationship between network connections, network connection characteristics, and intrusion types of network packets. Then, the (i)-induced operator is used to construct the fuzzy triadic concept set based on the fuzzy triadic background and transformed into a fuzzy attribute triadic concept set. Then, the new samples are classified by calculating the similarity between the new samples and the elements in the fuzzy attribute triadic concept set by using the Euclidean distance formula. In order to reduce the model space complexity, compression storage technology is adopted in the model building process. Finally, by using the IDS-2018 dataset, the rationality and effectiveness of the FCTA model are demonstrated. The average accuracy and average intrusion detection rate of FCTA classification are much higher than BP neural network, SVM algorithm, and KNN algorithm, and the FCTA misjudgment rate is much lower than the BP neural network algorithm, the KNN algorithm, and the SVM algorithm; with the increase of data volume, the accuracy rate and intrusion detection rate increase significantly.

1. Introduction

In recent years, with the rapid development of technologies such as big data, artificial intelligence, 5G, and blockchain, physical systems and information systems have gradually achieved a high degree of integration [1], and information processes and physical processes exchange information in real time [2]. The complex integration of decision-making units and physical devices in cyberspace improves system performance while also bringing potential safety hazards. Network intrusion detection is the core of network security defense-in-depth system. Researchers at home and abroad have paid more and more attention to network intrusion detection and carried out extensive and in-depth research. Intrusion detection is to collect and analyze the network behavior of the system and use the comparison with known intrusion behavior models or the judgment analysis of unknown intrusion behavior to detect, whether there are suspicious intrusions and attacks against the system [3]. Aiming at the classification of intrusion detection, [4] proposed nonsymmetric deep autoencoder (NDAE) for unsupervised feature learning. Furthermore, authors also propose the novel deep learning classification model constructed using stacked NDAEs. Gao et al. [5] propose a support vector machine intrusion detection model (AN-SVM) based on self-encoding networks. The network connection characteristics of network connection data are extracted through data mining technology, the communication network connection data are processed into training datasets, and machine learning algorithms are used to construct the intrusion detection model [6]. At present, researchers have proposed a variety of intrusion detection
methods and models based on neural networks, SVM (support vector machines), and pattern matching in data mining and machine learning algorithms. [7] made the latest investigation and research on ICS security and discussed the applicability of machine learning technology in ICS network security. [8] developed a network intrusion detection system using an unsupervised learning algorithm autoencoder and verified its performance. In [9], the CNN network is used for network intrusion detection, which achieves the purpose of detection by enhancing the feature learning ability, mainly by adding convolution kernels. In [10], an intrusion detection method based on AE-1SVM was proposed by using unsupervised learning technology to solve the problems that LightGBM cannot effectively detect unknown attacks, lack of label data in the real environment, and the high cost of manual labeling. [11] focused on network intrusion detection using convolutional neural networks (CNNs) based on LeNet-5 to classify the network threats. Wu and Guo [12] considered the existence of spatial and temporal features in the network traffic data and propose a hierarchical CNN + RNN neural network, LuNet. [13] propose a new intelligent agent-based mobile ad hoc network intrusion detection model that combines attribute selection, outlier detection, and enhanced multiclass SVM classification methods. This system detects anomalies with a low false alarm rate and a high-detection rate. et al.[14] propose a new intrusion detection system that optimizes the number of features by developing a new feature selection algorithm based on intelligent conditional random fields (CRF), and the major advantages of this proposed system are reduction in detection time, increase in classification accuracy, and reduction in false alarm rates. In [15], a survey on intelligent techniques for feature selection and classification for intrusion detection in networks based on intelligent software agents, neural networks, genetic algorithms, neurogenetic algorithms, fuzzy techniques, rough sets, and particle swarm intelligence has been proposed. [16] propose a new feature selection algorithm called the conditional random field and linear correlation coefficient-based feature selection algorithm to select the most contributed features and classify them using the existing convolutional neural network.

Formal concept analysis [17], as an effective method for mining data associations, has been widely used in the fields of information retrieval, knowledge discovery, association analysis, recommendation systems, and software engineering [18]. In 1995, Lehmann and Wille were inspired by the philosophy of pragmatism to extend the analysis of formal concepts to the context of triadic and proposed the analysis of triadic concepts [17, 19]. In their study, Lehmann and Wille proposed the basic concepts of three element background, three element concept, and three element lattice for the first time. As an extension of formal concept analysis, triadic concept analysis is a relatively new and important research branch in the field of artificial intelligence, involving machine learning, data mining, and information retrieval [20]. [19] studied the application of triadic concept analysis in text classification. [21] studied the construction algorithm of concept triadic lattice and its application in folksonomy classification. Triadic concept analysis has a wide range of application prospects. In today’s vast amount of data, it is bound to provide us with an efficient and very practical application method [20].

Triadic concept analysis can describe network connection data in a formal way and can mine the relationship between features and intrusion types, which has a good effect on classification problems. Furthermore, industrial control system intrusion detection is a classification problem, and through experiments, it is also verified that the application of ternary concept analysis in industrial control system intrusion detection has a good classification effect. Based on the above discussion, this study proposes a network intrusion detection model based on the advantages of ternary concept analysis. First, the data are processed as a fuzzy triadic background with quaternary characteristics, and a fuzzy ternary concept set containing the triadic relationship among network connection, network connection feature, and intrusion type is constructed by (i)-induction operator. Then, in order to improve the accuracy of network connection classification, fuzzy triadic concepts are transformed into fuzzy attribute concepts. Then, in order to classify the new sample, the Euclidean distance formula is used to calculate the similarity between the new sample and the element in the fuzzy attribute triadic concept set. The greater the similarity is, the more similar the new sample is to the element. Finally, the efficiency and accuracy of the model are proven by experiments.

2. Related Work

The related works are explained in the following sections.

2.1. Basic Theory of Triadic Concept Analysis. Triadic concept analysis is a high extension of formal concept analysis. It can accurately mine the effective information contained in complex cascading data, describe the mapping relationship between objects and features, use the numerical logic and arithmetic operations of operators to construct triadic concepts, and apply theoretical topology in the fields of recommendation and classification. In order to integrate the theory, the basic concepts of triadic concept analysis are given below.

**Definition 1.** (triadic background [17]). The triadic background is defined as a quadruplet \((G, M, B, Y)\), where \(G\) is the set of objects, \(M\) is the set of attributes, \(B\) is the set of conditions, and \(Y\) is the triadic relationship between \(G, M,\) and \(B\); it is \(Y \in G \times M \times B\). \((g, m, b) \in Y\) indicates that the object \(g\) has attribute \(m\) under condition \(b\).

**Definition 2.** (triadic concept [17]). Triadic background \(K = (K_1, K_2, K_3, Y)\), for triples \((A_i, A_j, A_k)\), \(A_i \subseteq K_i, i = 1, 2, 3\). If \(A_i = (A_i \times A_j)^{(0)}\), where \(\{i, j, K\} = \{1, 2, 3\}\) and \(j < k\), then \((A_1, A_2, A_3)\) is called the triadic background \(K\) triadic concept. Among them, \(A_1\) is called extension, \(A_2\) is called intension, and \(A_3\) is called mode.
Definition 3. ((i)-induced operator [17]). Triadic background \( K = (K_1, K_2, K_3, Y) \) satisfies \( j < k \) and \( X \subseteq K_1 \) and \( Z \subseteq K_j \times K_k \), \( \{i, j, k\} = \{1, 2, 3\} \), then (i)-induced operator is defined as

\[
X \mapsto X^{(i)} := \{(a_i, a_j, a_k) \in K_j \times K_k | (a_i, a_j, a_k) \in Y, \forall a_i \in X\},
\]

\[
Z \mapsto Z^{(i)} := \{a_i \in K_1 | (a_i, a_j, a_k) \in Y, \forall (a_j, a_k) \in Z\}. 
\]

Definition 4. (preorder and equivalence relationship [22]). Triadic background \( K = (K_1, K_2, K_3, Y) \), \( S \) is the set of all triadic concepts in the triadic background, for any \((A_1, A_2, A_3) \subseteq S \) and \((B_1, B_2, B_3) \subseteq S \). We define the preorder relationship \( \leq i \) and the equivalent relationship \( \sim i \) as

\[
(A_1, A_2, A_3) \leq i (B_1, B_2, B_3) \iff A_i \subseteq B_i,
\]

\[
(A_1, A_2, A_3) \sim (B_1, B_2, B_3) \iff A_i = B_i, i = \{1, 2, 3\}. \tag{2}
\]

2.2. Basic Theory of Network Intrusion Detection. Network intrusion or attack is a multistage and step-by-step process [23, 24]. In order to find out whether there is malicious attack behavior in network access, the intrusion detection system analyzes the relevant data by monitoring the traffic in the network and the log information of the computer and finally achieves the identification of the internal personnel and the computer [25, 26]. The intrusion detection system identifies external intruders who use, misuse, and abuse computer systems without authorization [27–29]. The network intrusion detection deployment is shown in Figure 1.

The intrusion detection framework defined by DARPA [30] is shown in Figure 2. In Figure 2, the event analyzer compares the feature values extracted by the event generator from the data source with the data in the event database to determine that the data source contains abnormal data.

Due to the real-time requirements of network and limited equipment resources, the existing intrusion detection for the network still has shortcomings, such as low detection efficiency and inability to effectively identify unknown attacks. Therefore, this study designs a reasonable intrusion detection based on triadic concept analysis. Methods and frameworks are proposed to improve the intrusion detection rate of the network, high rate of packet miss, false negatives, and false positives. Moreover, due to the multisolace, complexity, and high-dimensional characteristics of network data, it is necessary to design reasonable data preprocessing steps. In the data preprocessing stage, this study designs data standardization formulas for different types of original data to reduce data complexity and removes invalid attributes to reduce data dimension.

3. Network Intrusion Detection Model Based on Triadic Concept Analysis

Through the previous analysis, in view of the unique advantages of ternary concept analysis, this study constructs a network intrusion detection model, and the construction process of the model is shown in Figure 3.

The detection model FCTA analyzes the characteristics of the data and uses TF-IDF and Z-Score to normalize and standardize the data and to construct a fuzzy triadic background containing quadratic characteristics. It is used to describe the triadic relationship between network connections, network connection characteristics, and intrusion types of network packets. Then, the (i)-induced operator is used to construct the fuzzy triadic concept set based on the fuzzy triadic background and transformed it into a fuzzy attribute triadic concept set. Then, the similarity between the new sample and the elements in the fuzzy attribute ternary concept set is calculated by Euclidean distance, determining whether the new sample is normal access data or network attack data, and if it is network attack data, we determine the attack type through the intrusion detection model.

Next, each step of the model is described in detail.

3.1. Data Preprocessing. The original data consist of records; each record contains a variety of features, including discrete and continuous. The data structure is complex, and the numerical data have different value ranges and lack normativeness. Therefore, it is necessary to normalize and standardize the original data into a unified style, which is convenient for model processing and improves efficiency. In the process of processing raw data, it represents the original
3.2. Constructing Fuzzy Triadic Background and Fuzzy Triadic Concept. In the network intrusion detection model FCTA constructed in this study, the fuzzy triple background is a quadruple \((O, A, C, R)\). In the quadruple, \(O\) is the network connection dataset, \(A\) is the network connection characteristic set, \(C\) is types of network intrusions set, and \(R\) is the fuzzy triadic relationship set between \(O, A,\) and \(C\). Each fuzzy triadic relationship has a weight value of the network connection characteristic with a value range of \([0, 1]\). The weight value of the network connection feature can not only characterize the affiliation relationship between the attribute and the object but also represent the importance of the attribute in the object under the specific attack type. Table 1 shows the correspondence between the network connection data and the objects, attributes, and conditions in the fuzzy triadic background.

The core of the formal concept is constructed by analogy to the formal background. The fuzzy ternary concept is obtained by calculating the fuzzy ternary background through the \(i - (i, j, A_i)\) induction operator \([32, 33]\). Under fuzzy triadic background \((K_1, K_2, K_3, Y)\), the constructed fuzzy triadic concept is defined as a triplet \((A_1, A_2, A_3)\); among them, \(LK_1, LK_2,\) and \(LK_3\) are all fuzzy sets on \(K_1, K_2,\) and \(K_3\), respectively. And, for any \(A_1 \in LK_1, A_2 \in LK_2,\) and \(A_3 \in LK_3\), there are \(A_i = A_i^{(i,j,A_i)}\), \(A_j = A_j^{(i,j,A_i)}\), and \(A_k = A_k^{(i,j,A_i)}\) \([i, j, k] = \{1, 2, 3\}\) \([32]\). Then, in the fuzzy triadic concept of network connection data construction, the object is a subset of the fuzzy set of network connection, the attribute is the subset of the fuzzy set of network connection characteristics, and the condition is the subset of the fuzzy set of intrusion types.

Unlike the triadic concept analysis multicondition itself, network intrusion detection is a single-classification problem, a network connection is classified as a specific intrusion type. Therefore, the condition in the constructed fuzzy triadic concept is a specific type of intrusion. For any network connection, under different intrusion types, the weights of network connection features are different. The
network connection feature is the property of network connection, which is the concrete representation of network connection. The actual research of network intrusion detection is to determine the relationship of attack types according to the characteristics, that is, under the conditions of given network connection characteristics, to determine which type of attack the network connection belongs to. Therefore, in order to better classify network connections, it is necessary to operate in a common feature space and transform it into a fuzzy attribute ternary concept considered from the attribute point of view.

3.3. Constructing Fuzzy Attribute Triadic Concept. For any fuzzy ternary concept \((O, A, C)\) constructed by the network connection data, we traverse any feature \(A_i\) in the network connection feature set \(A\), and \(A_i\) has a weight value \(W_i\) for each network connection \(O_i\) in the network connection set to \(O\). We calculate the average weight value of \(A_i\) based on the value in the fuzzy triadic background, which indicates the degree of membership or importance of \(A_i\). The membership degree of all network connection features to this fuzzy triadic concept is expressed as \(\{w_1, w_2, \ldots, w_n\}\). Therefore, transforming \((A, O, C)\) into a fuzzy attribute ternary concept is expressed as \(T_1 = (\{T_1(w_1), T_2(w_2), \ldots, T_n(w_n)\}, \{O_1(1), O_2(2), \ldots, O_n(n)\}, \{\{C_1(k)\}\})\), where \(T_1(w_1), T_2(w_2), \ldots, T_n(w_n)\) is the set of network connection features with weights, \(\{O_1, O_2, \ldots, O_n\}\) is the set of network connections, and \(C_k\) is a definite intrusion type. The average weight value of each network connection feature forms a vector \((w_1, w_2, \ldots, w_n)\) and intrusion type \(C_k\) contains one or more such vectors. Therefore, the network connection can be expressed as a fuzzy attributes triadic concept vector of \(V = (\overline{w_1}, \overline{w_2}, \ldots, \overline{w_n})\). Then, the vector is unitized according to formula (3) to construct a fuzzy attribute triadic concept vector model. Among them, the vector unitization calculation formula is shown in formula (3):

\[
V_{ij} = \frac{w_j}{\sqrt{\sum_1^n (w_j)^2}},
\]

where \(V_{ij}\) is the unitized value of the \(j\)th attribute vector of object \(i\), \(w_j\) is the absolute value of the weight value of the attribute \(j\) in the fuzzy attribute ternary concept vector, \(w_j\) is the weight value of the attribute \(k\) of the object, the value of \(k\) is from 1 to \(n\), and \(n\) is the number of attributes.

3.4. Classify Network Connections Based on the Fuzzy Attribute Triadic Concept Vector Model. New network connections are classified using the constructed fuzzy attribute triadic concept vector model. The new network connection is classified by using the training attribute class triadic concept vector model. The network connection to be classified is transformed into attribute class triadic concept vector, and the network connection is classified by comparing the similarity between vectors. The greater the similarity between vectors is, the closer the network connection is to the intrusion type, so as to determine the intrusion type of new network connection. Since the vector in the model and the vector transformed by the network connection to be classified are all unit vectors, therefore, the similarity calculation formula of two vectors is defined based on the Euclidean distance formula as

\[
\text{Sim}(C, V) = 2 - \sqrt{\sum_{i=1}^{n} (CW_i - VW_i)^2},
\]

where \(\text{Sim}(C, V)\) represents the calculation result, \(CW_i\) is the value of the \(i\)th attribute of the fuzzy attribute ternary concept vector constructed by the network connection to be classified, and \(VW_i\) is any one of the fuzzy attribute ternary concept vector models. where \(n\) is the number of network connection features, and \(i\) is the value of the \(i\)th attribute of the vector.

3.5. The Fuzzy Attribute Triadic Concept Vector Model Pseudocode Description. The fuzzy attribute triadic concept vector model (FCTA) mainly includes the following three steps, and the detailed process is described by Algorithms 1–3 respectively. In step 1, cfMap is a dictionary class, which is designed to store the correspondence between classification and its conversion into a numerical value. The attack type is key, and the corresponding number of attack type is value. When reading the original data and converting it into a string array, the result is converted into a numeric string. Steps 2–7 are to read the original file data and converted into a two-dimensional string array. Steps 8–13 are calculate the TF-IDF value of the connection feature by formula (1) of the molecular calculation formula. We calculate the value of the molecule in the formula and then accumulate the square of each value to prepare for the data unit processing. Step 14 normalizes and standardizes the above results and calculates the ratio of TF-IDF value and sum of squares as the final result of unitization.

Step 1: we set an empty set TConnTo store the generated fuzzy triadic concepts. Steps 2 to 9 sequentially construct the
fuzzy triadic concept under each condition of the fuzzy triadic background. The fuzzy triadic background data are stored as a 3-dimensional array and each condition is a two-dimensional data matrix composed of objects and attributes. First, we convert the two-dimensional data matrix under the $i$th condition into an array list object and then loop through each row array in the array list object to construct a fuzzy ternary concept $TCon$. If $TConSe$ does not contain $TCon$, we add $TCon$ to $TConSe$. Anyway, the $TCon$ and other fuzzy triadic concepts in $TConSe$ are operated to generate a new fuzzy ternary concept and stored in $TConSe$. Steps 10 to 14 are to transform the fuzzy triadic concept set into a fuzzy attribute triadic concept vector set and take the average weight value of all extensions of attributes in the fuzzy triadic concept as the weight value of this attribute of the fuzzy triadic concept. Steps 15∼17 unitize each attribute in the fuzzy attribute triadic concept vector. Step 18 returns the fuzzy attribute triadic concept vector model.

Based on the fuzzy attribute triadic concept vector model, the pseudocode of the algorithm for classifying network connections by formula (4) is described as follows. Step 1 relies on formulas (1) and (2) to preprocess the network connection $I$ data to obtain a fuzzy triadic background. Steps 2 to 3 are to construct a triadic concept for the network connection, convert it into a triadic concept vector of attribute type according to Algorithm 2, and then process the vector unit according to formula (2). In Steps 4 to 7, under each category, based on formula (4), the similarity simVal of each fuzzy attribute ternary concept vector under this category in $VC$ and $FCTA$ is accumulated in turn, and the number of each category is stored. Step 8 defines the variable maxSim and initialize it to store the maximum

![Algorithm 1: Data preprocessing algorithm.](image1)

![Algorithm 2: Algorithm of constructing the fuzzy attribute triadic concept vector model.](image2)
similarity value, defines the variable \( k \), and initializes it to store the condition with the largest similarity, that is, the attack type to which the network connection belongs. Steps 9–15 traverse each value in \( \text{simVal} \) in turn and calculate its average value and store it in \( \text{AvgSim} \). Each value represents the average similarity between \( VC \) and the category. We find the value with the largest similarity and store it in \( \text{MaxSim} \) and store it in \( \text{MaxSim} \). The corresponding conditions are stored in \( C \).

The above three algorithms constitute the FCTA, and its time complexity and space complexity are closely related to the number of selected network connections, the number of connection features, and the number of classifications. Assuming that the number of network connections is \( n \), the number of classifications is \( m \), and there are \( k \) connection features. When Algorithm 1 initializes text data, the algorithm time complexity is \( O(n \ast k) + O(n \ast m) + O(n \ast m \ast k) \), and the overall time complexity of Algorithm 2 is \( O(n \ast m \ast k) \). Algorithm 2 constructs a triadic concept based on the background data of the triadic concept. Assuming that the number of triadic concepts is \( t \), the time complexity of Algorithm 2 is \( O(n \ast m \ast t) \). Similar to Algorithms 1 and 2, according to the pseudocode of Algorithm 3, the time complexity can be calculated to be \( O(t) \). Because the number of triadic concepts must be greater than or equal to the number of classifications, the space complexity of the network connection classification algorithm is \( O(n \ast m \ast t) \). Since Algorithm 1 defines a three-dimensional data set with a triadic concept background, its space complexity is \( O(n \ast m \ast k) \), while the maximum space required for variables defined in Algorithms 2 and 3 is \( O(k \ast t) \). According to the principle of triadic concept construction, it can be known that the Cartesian product of extension and condition is greater than the number of triadic concepts, so the space complexity of the network connection classification algorithm is \( O(n \ast m \ast k) \).

### 4. Experimental Results and Analysis

This section verifies the effectiveness of the proposed network intrusion detection model FCTA through experiments, using the IDS-2018 dataset [34, 35] as training and testing datasets in the experiments and compared with the Support Vector Machine (SVM) classification algorithm [36]. Back Propagation Neural Networks (BP-NNs), and the K-Nearest Neighbor (KNN, K-Nearest Neighbor) classification algorithm [37] on this dataset. Taking the accuracy of the classification results [38], the misjudgment rate of the overall detection results, and the intrusion detection rate [39, 40] as the evaluation criteria, the experimental results verify that the FCTA proposed in this study has high accuracy for the classification of network intrusion data.

Experimental environment: 3.4 GHz CPU and 8 GB memory are used on hardware, and Windows 10 operating system and Java experimental platform are used on software.

#### 4.1. Experimental Data

Considering that the research on network intrusion detection should reflect the intrusion characteristics and the freshness of the experimental dataset to the greatest extent, this study adopts the IDS-2018 dataset, which is sponsored by the Communication Security Agency (CSE) and the Canadian Network Security Research (CNSR). A network traffic test dataset established as a collaborative project between the Institutes of Technology (CIC).

#### 4.1.1. IDS-2018 Dataset

The IDS-2018 dataset is a diverse and comprehensive benchmark dataset for intrusion detection generated based on creating user profiles by capturing multiple days of network traffic and system logs for each computer. A total of 15 million pieces of data were sorted out in 10 days and 80 features are extracted from the captured traffic using the network traffic generator.
CICFlowMeter-V3. It not only satisfies the experiment needs enough variety to train the detection model as accurate as possible but also covers almost all major network intrusion types, including Benign, Web Attacks, Brute Force, Botnet, DDoS, DoS, infiltration, and SQL injection. These attack types can be broken down into 15 specific attack types. After data analysis and processing by researchers, in the IDS-2018 dataset, the attribute representing time is removed, and each network connection is processed into a data record containing 78 network connection features and 1 data classification.

4.1.2. Data Preprocessing. The experiment is divided into two parts: the first part of the experiment is to compare the FCTA model proposed in this study with the SVM, KNN, and BP-NN algorithms, and the second part of the experiment is to verify the classification effect of the FCTA model under different scales of the IDS-2018 dataset.

Due to the large amount of benign access type data in the original data, more than 12 million, a total of 5 million pieces of benign access data and all attack type data were selected for experimental efficiency. In the first part of the experiment, using the same dataset to train the three algorithms and the FCTA of this study to obtain their respective classification models, one-fifth of the 5 million pieces of data is randomly selected as the training data for the first part of the experiment to train the network intrusion detection model. The distribution of the experimental data is shown in Figure 4. Four groups of 1 million data were selected from the remaining data that did not participate in training as the test dataset, and the average value was calculated to compare the classification effect.

4.2. Evaluation Indicators. Considering the text classification performance evaluation standard and the evaluation standard of the intrusion detection effect, this experiment uses the classification accuracy rate, the misjudgment rate, and the intrusion detection rate as the performance evaluation criteria of the experimental results.

\[
\text{Accuracy rate} = \frac{\text{Number of correctly classified samples}}{\text{Total number of samples}} \times 100\%.
\]  

(7)

The misjudgment rate is a concept in network intrusion detection in the network field. It represents the ratio of the number of samples of normal types that are judged to be one of the four types of intrusion to the number of normal types of test samples. Its calculation formula is as

\[
\text{Misjudgment rate} = \frac{\text{Number of normal samples judged as intrusions}}{\text{Total number of normal type samples}} \times 100\%.
\]  

(8)

Intrusion detection rate is also a concept in network intrusion detection. It represents the ratio of the number of correctly classified intrusion samples to the total number of intrusion samples in the test sample. The calculation formula is as follows:

\[
\text{Intrusion detection rate} = \frac{\text{Number of correctly classified intrusion samples}}{\text{Total number of invasion type samples}} \times 100\%.
\]  

(9)
In the above three evaluation criteria, the higher the accuracy rate and the intrusion detection rate, the lower the misjudgment rate and the better the performance of the algorithm. The accuracy rate reflects the correct rate of the algorithm for the overall classification of network connections, and the intrusion detection rate and misjudgment rate reflect the classification effect of the algorithm on the four types of network intrusion data.

4.3. Experimental Results and Analysis

4.3.1. Classification Algorithm Comparison Experiment. Comparing the FCTA proposed in this study with the classic SVM multiclassification algorithm, KNN algorithm, and BP neural network algorithm in machine learning, we use the training dataset to train these four models; then, we use the same test data set to test each model, calculate the accuracy rate, misjudgment rate, and intrusion detection rate of each set of test data, and finally calculate the average value of the three evaluation indicators. Among them, the SVM multiclassification algorithm uses the Linear kernel function, and the rest of the hyperparameters go to the default values; the nearest neighbor \( k \) of the KNN algorithm is 5; the BP neural network algorithm uses the Hinge loss function and the stochastic gradient descent algorithm and sets two hidden layers of 64 and 32 neurons, respectively. The results of the comparison experiment's accuracy rate, misjudgment rate, and intrusion detection rate are shown in Figure 5.

Under the same experimental dataset and experimental environment, the average accuracy and average intrusion detection rate of FCTA classification are much higher than BP neural network algorithm, SVM algorithm, and KNN algorithm, reaching 95.41% and 94.75%, respectively, and the FCTA misjudgment rate is 0.97%, which is much lower than the BP neural network algorithm's 12.37% misjudgment rate, the KNN algorithm's 8.57% misjudgment rate, and the SVM algorithm's 2.33% misjudgment rate. Through the above comparative experiments, it is shown that the FCTA proposed in this study has a good classification effect.

Since the IDS-2018 dataset includes eight types of data, Benign, Web Attacks, Brute Force, Botnet, DDoS, DoS, infiltration, and SQL injection. In order to verify the classification accuracy of the FCTA model on each type, five types of benign, Botnet, DDoS, DoS, and infiltration with relatively large amounts of data were selected to compare the FCTA model with the Improved Negative Selection Algorithm (INSA) in [41]. The results of the comparison experiment are shown in Figure 6.

In this comparative experiment, the FCTA proposed in this study has a good classification effect when detecting the above five types of data. When classifying data of Botnet and infiltration attack types, the classification accuracy of FCTA algorithm is slightly lower than that of INSA algorithm, but the overall detection accuracy of FCTA algorithm is higher than that of INSA algorithm. Because the data of Botnet and infiltration types in the training dataset used in the experiment accounted for a relatively low proportion and other types of data accounted for more than 90% in total, the size of the data volume directly affects the FCTA model, so the FCTA model fails to reflect the classification advantage for small sample data. However, the network connection data are easy to collect and the quantity is huge. With the increase of the data volume, the detection accuracy of the FCTA model has a good classification effect. In order to verify the detection effect of FCTA after the scale of the dataset is enlarged, this study conducts the second part of the experiment, that is, the comparison experiment of FCTA classification effect under different dataset scales.

4.3.2. Experimental Results of FCTA Datasets of Different Scales. Under five dataset sizes, we use the intrusion detection models trained by the FCTA algorithm and then perform classification test experiments on the obtained models on the four test sets to calculate the accuracy rate, the
misjudgment rate of the overall detection result, and the intrusion detection rate. The calculation results are shown in Table 2. T1, T2, T3, T4, and T5, respectively, represent 50,000, 100,000, 200,000, 500,000, and 1,000,000 datasets. And A, B, C, and D represent 10,000, 50,000, 200,000, and 500,000 test datasets.

The comparison charts of the accuracy rate, misjudgment rate, and intrusion detection rate of the experimental results are shown in Figures 7–9, respectively.

It can be clearly seen from the comparison chart of experimental results that the accuracy rate and intrusion detection rate of FCTA are stable within a certain range with
the expansion of the training data size, and the misjudgment rate decreases to less than 2.5% with the increase of the training data amount. Moreover, with the increase of data volume, the accuracy rate and intrusion detection rate increase significantly.

5. Conclusion

For the problem of network intrusion detection, this study cites the triadic concept analysis theory, processes the network connection data into a fuzzy triadic background, and constructs a fuzzy ternary containing the triadic relationship between network connections, network connection characteristics, and intrusion types. Through induction operators concept, we construct the fuzzy attribute ternary concept vector, then use the Euclidean distance formula to calculate the similarity between the fuzzy attribute triadic concept vector and the new sample, and classify the new sample. Finally, in the experiment, this study not only compares the classification effect of FCTA with SVM, KNN, and BP neural network but also verifies that the classification effect of the FCTA model is better under the condition of large samples. Experiments show that the attribute class triadic concept vector model proposed in this study has high accuracy, intrusion detection rate, and low misjudgment rate.

This study uses the triadic concept analysis to resolve the problem of network intrusion detection. The triadic concept analysis has a relatively broad research and improvement space. With the development of technology and the efforts of researchers, the triadic concept analysis will be obtained in the research of network intrusion detection further development.

Data Availability

The study uses the IDS-2018 dataset, which is sponsored by the Communication Security Agency (CSE) and the Canadian Network Security Research. A network traffic test dataset was established as a collaborative project between the Institutes of Technology (CIC). Data are made publicly available at https://www.unb.ca/cic/datasets/ids-2018.html.
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