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Since the prediction accuracy of heavy metal content in soil by common spatial prediction algorithms is not ideal, a prediction
model based on the improved deepQ network is proposed.*e state value reuse is used to accelerate the learning speed of training
samples for agents in deep Q network, and the convergence speed of model is improved. At the same time, adaptive fuzzy
membership factor is introduced to change the sensitivity of agent to environmental feedback value in different training periods
and improve the stability of the model after convergence. Finally, an adaptive inverse distance interpolation method is adopted to
predict observed values of interpolation points, which improves the prediction accuracy of the model.*e simulation results show
that, compared with random forest regression model (RFR) and inverse distance weighted prediction model (IDW), the pre-
diction accuracy of soil heavy metal content of proposed model is higher by 13.03% and 7.47%, respectively.

1. Introduction

Soil is an important resource for human survival and de-
velopment, as well as the lifeline of the whole ecosystem.
However, with the improvement of production level and the
rapid development of economics, the problem of soil pol-
lution has become more and more serious. And heavy metal
pollution is one of the most difficult pollutants among all soil
pollution sources, which is difficult to be degraded by mi-
croorganisms. It not only affects the growth of crops and
leads to the decline of crop yield, but also may enter the
human body through eating and other ways, so as to threaten
human life and health. Liu Xingmei et al. believed that there
were both noncarcinogenic and carcinogenic potential risks
to human health by eating vegetables contaminated by heavy
metals. *erefore, it is necessary to study heavy metals in
soil. In recent years, with people’s attention to soil heavy
metal pollution, more and more relevant researches are
carried out, which are more and more in-depth [1]. Lan et al.
used pinealone-biochar to stably passivate Pb, Cu, Zn, Cr,
and As in soil. As can be seen, the addition of pinealone-
biochar and the coexistence of indigenous microorganisms

can effectively reduce biological activity of heavy metals and
accelerate passivation of heavy metals [2]. Khan Imran and
Yang Dong et al. found that silicon in soil has a certain
detoxification mechanism for heavy metals, which provides
a certain theoretical basis for reducing toxicity of heavy
metals in soil [3, 4]. Guo Xujing and Liu Xingmei et al. used
spectroscopy combined with parallel factor analysis and
two-dimensional correlation spectra to study the com-
plexing characteristics of heavy metals Cr (III) and Cu (II) in
soil with biochar source WEOM [1, 5]. Using corn cobs as
raw materials, biochar-derived water extractable organic
matter can be obtained under low temperature (300oC)
pyrolysis conditions, which can be used for soil heavy metal
remediation. Rana Anuj and Zhang Jiachun et al. studied the
biological activities of heavy metals (Cd and Cr) in crops and
believed that heavy metal pollution in soil could be dealt
with by reducing the biological activities of heavy metals
[6, 7]. *e above research results show that the current
research on heavy metals in soil mainly focuses on the
treatment, and there are few researches on the prediction of
contents, while the content prediction of soil heavy metals is
the prerequisite for treating heavy metals in soil [8]. *us a
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prediction model based on deep reinforcement learning is
proposed.

2. Basic Methods

2.1. Deep Q Networks. Deep Q network is a representative
algorithm of deep reinforcement learning. Combining the
perception ability of deep learning with the decision-making
ability of reinforcement learning, the spatial coverage
problem of state-action in Q table can be solved [9]. *e
calculation of target value of deep Q network can be solved
by state value function, which is shown in formula (1) [10]:

y � V
s

s; θ′(  � r + cmaxa′
Q

s
s′, a′; θ′( , (1)

where θ is online value network; θ′ is target value network; S
is current state; a is action in s state; r is reward of agent for a;
s′ means the next state reached by agent in s state when
action a is taken.

Figure 1 shows the operation process of deep Q network.
*ere is the problem of overestimation existing in the

combination of deep Q network with neural network and
reinforcement learning, which leads to the estimation error
of prediction output value of the model and cannot truly
reflect the actual value [11]. In addition, the convergence
speed of deepQ network is slow, and the stability after model
convergence is poor [12]. *erefore, to solve these problems,
state value reuse and fuzzy membership factor are utilized to
improve deepQ network. At the same time, adaptive inverse
distance weighted method is used to adjust the hyper-
parameters to improve the prediction accuracy.

2.2. Improvement of Deep Q Network

2.2.1. State Value Reuse. State value reuse is to combine the
partial output of value function with the obtained reward
value to form total reward value, which can replace the
original environment reward value to train the agent, and
make the total reward value participate in the weight update
of Q network. After each round of training, the network
error is calculated, and the weight is updated. As can be seen,
the calculation method of reward value in the deep Q
network model of state value reuse is shown in formula (2)
[13]:

R(s, a, p) � r(s, a, p) + λV(s; θ, β), (2)

where s is current state; d is the action performed in s state. P
is state probability after the execution of a, and r (s,a, p) is
reward value of environment to action. V(s; θ, β) represents
partial output value; λ is regulating factor, which is re-
sponsible for determining the dominant position of reward
value returned by environment in the total reward value, so
as to avoid the influence of the size of reward value returned
by environment on the model convergence.

2.2.2. Dynamic Fuzzy Membership Factor. As can be seen
the deep Q network can be optimized by state value reuse.
*e environmental feedback reward value and state value of

Q network are combined in a certain proportion. Moreover,
the combination mode remains unchanged in the whole
network model training. In practical application, Q network
is not sensitive to environmental feedback reward at the
initial stage of training, so it cannot accurately judge the
advantages and disadvantages of current environment.
*erefore, it is necessary to reduce the proportion of state
value to improve agent’s sensory ability to environment. In
the middle of training, parameters ofQ network move to the
optimal solution, and the network performance is getting
higher and higher. *e regulatory factor should be appro-
priately increased to enhance the reward or punishment of
environment to agent performing actions. At the later stage
of training, parameters of Q network basically remain stable,
and the maximum value of regulatory factor should be
basically maintained to improve the model convergence rate
[14, 15]. *us in the training process of Q network, the
proportion of state value and environmental feedback re-
ward value in total reward value should change dynamically.
In addition, dynamic fuzzy membership factor δ is intro-
duced in this paper, which is shown in formula (3) [16]:

δ �
1
2

−
1
2
cos

π
n total

 ∗ n , (3)

where n is the number of current training steps; n_total is the
total number of predicted training steps. δ changes with the
change of n. When n is small, δ tends to 0. When n is large, δ
increases gradually. When n� n_total, δ approaches 1.

To sum up, the total reward value calculation method of
the improved deep Q network model is as follows [17]:

R(s, a, p) � r(s, a, p) + δV(s; θ, β), (4)

where s is current state; a is the action performed in s state. P
is probability of environment transferring to next state, and
r(s ,a, p) is the reward value of environment to action.
V(s; θ, β) represents partial output value of value function in
Q network; δ is regulatory factor.

2.3. Adaptive Inverse Distance Weighted Method. Deep Q
network model determines the reward value of training
environment by the observing interpolation points, which is
shown in formula (5). However, the observed value of
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Figure 1: Operation process of deep Q network.
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interpolation point is an unknown value, which is usually
predicted by inverse distance weighted method. According
to [18], the inverse distance weighted method has poor
interpolation effect because it cannot adapt to complex
terrain structure. To solve this problem, an adaptive inverse
distance weighted method is proposed.
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#
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∗
hi(  

2
 ,

(5)

where s is current state of agent; a is action performed in s
state; s′ is the entered next state where agent performs action
a in s state; c#(s, hi) is fitting value of hi on mutation
function curve corresponding to s; c#(s′, hi) is the fitting
values of hi corresponding to s′; c∗(hi)] is discrete points of
mutation function of hi; r is reward value with environment
to agent carrying out action a in s state.

In the adaptive inverse distance weighted method,
hyperparameters of each known point in the model are
learned, and the nearest adjacent statistics of each point are
calculated. Furthermore, the multidimensional spatial dis-
crete points are formed, and spatial modeling is done by
Kriging interpolation method [19, 20]. Finally, the corre-
sponding coordinates of interpolation points to be predicted
are input into the spatial model, so as to obtain the cor-
responding hyperparameters of interpolation points. *us
the final predicted values can be obtained by using this
hyperparameter to inversely weight the interpolation point.
*e adjacent distance is calculated as follows [21]:

davg �
1

2(N/A)
0.5, (6)

where N is the total number of sample points in research
area; A is the area of study area.

*e nearest adjacent statistic can be calculated by for-
mula (7) [22]:

M �
dn

davg
, (7)

where dn is the nearest expected distance of prediction point;
davg is the expected nearest distance of study area.

3. Prediction of Soil Heavy Metal Content
Based on Improved Deep Q Network

*e prediction process of soil heavy metal content is
designed as follows:

(1) Preprocess and divide the collected and sorted
original soil heavy metal content into sample point
data set and interpolation point data set. *e sample
point data is the sample data set with known ob-
servation value, and the interpolation point data set
is the sample data set with unknown observation
value.

(2) Use adaptive deep Q network to train the sample
point data set and record the inverse distance
weighted optimal hyperparameter of each point.

(3) Compose all optimal hyperparameters into a new
data set, and calculate spatial discrete points of
mutation function of the data set to obtain the
mutation function model, which is shown in formula
(8) [23].

c( h
→

) �
1
V
C

V
[Z(s + h

→
) − Z(s)]

2dV, (8)

where s is a point in support set V in random field z,
and h

→
is any two-point vector in V. When mutation

function is in a second-order stable process, the
above equation can be rewritten as

c s1, s2(  � var Z s2(  − Z s1(  

� E Z s2(  − Z s1(  + μ s2(  − μ s1( ( 
2
,

(9)

where E and var are mathematical expectation and
variance operations, and u is the mathematical ex-
pectation of specific point in random field. Since the
covariance is related to h

→
, formula (9) can be

expressed as

c s1, s2(  � E Z s2(  − Z s1( ( 
2
,

h
→

� s1 − s2.
(10)

Considering that the covariance is related to Eu-
clidean distance of the two spatial points and has
nothing to do with the direction, formula (10) can be
expressed as

c s1, s2(  � cs(| h
→

|). (11)

(4) Use the weight coefficient, as shown in formula (13),
establish the fitting standard, as shown in formula
(14), and estimate the parameters of mutation
function model to obtain the optimal mutation
function model and its optimal parameters:
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, (12)
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⎭, (13)

where c#(hi) is fitting value of point hi on the
mutation function curve, c∗(hi) is discrete point of
mutation function of hi, and Cw is the objective
function of model parameter optimization.

(5) Adopt Kriging method to model the new data set to
obtain the hyperparameter distribution model.

(6) Input the data of interpolation points into
hyperparameter distribution model, and intro-
duce the obtained hyperparameters and corre-
sponding interpolation point data into the
inverse distance weighted algorithm, so as to
obtain the final predicted value of soil heavy metal
content.
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*e above process can be illustrated in Figure 2.

4. Simulation Experiment

4.1. Data Sources and Preprocessing. *e soil heavy metal
content data set of suburban farmland of Changsha is se-
lected as the experimental data set. Considering that there
are geographic data including latitude and longitude in the
data set, it is not suitable for direct input into the model.
*erefore, the geographic data including latitude and lon-
gitude are converted into data in Cartesian coordinate
system before the experiment. Meanwhile, to reduce mag-
nitude of geographical data, the converted data coordinates
are shifted to the origin as a whole. In addition, considering
the existence of missing values in the data set and the dif-
ferent ranges of data values corresponding to different
features, mean interpolation or deletion is carried out for the
data, and z-score is standardized and preprocessed, which
are shown as follows:
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4.2. Evaluation Indicators. *e mean square error (MSE),
root mean square error (RMSE), mean absolute percentage
error (MAPE), and mean absolute error (MAE) are selected
as evaluation indicators in this experiment, and the calcu-
lation methods are as follows [24]:
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(15)

4.3. Parameter Setting. *e initial parameters of all models
are set the same, and the specific settings are as follows: *e
maximum number of training rounds is 5000; the number of
training samples in each round is 64; the random seed is 1;
the maximummemory size is 500; the initial state of agent is
[2, 14]; the difference of training rounds between weight
updates of Q network is 200; the learning rate of

convolutional neural network is 0.001; the probability factor
of e-greedy algorithm is 0.9.

4.4. Experiment Results

4.4.1. Estimation of Model Parameters. To verify the effec-
tiveness of proposed model, the proposed model, deep Q
network model, double deep Q network model, and com-
peting deep Q network model are used to learn and train the
parameter estimation of inverse distance weighted algo-
rithm, and the training of different models on the data set is
recorded. *e results are shown in following figures.

As can be seen, the abscissa is the number of training
rounds, and the ordinate is the error between predicted value
and observed value (mg/kg). To reflect change trend of
prediction error more clearly, smoothing processing is
carried out on the basis of original graph. Here the initial
points of different models are different.*e reason is that the
agent performs several random decisions before the model
training, resulting in different agent states, and then the
initial state and initial points of the models are different.
However, different initial states of agents do not affect the
model performance. For example, on the Ni data set, the
initial states of deep Q network and competing Q network
model are slightly lower than the proposed model. *e
convergence speed of proposed model is higher than deep Q
network and competing Q network model, which indicates
that the initial states of agents do not affect the model
performance.

Figure 3 and Figure 4 show that the prediction error of
model is not monotone decreasing when all models are
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Figure 2: Model prediction process.
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trained, but there is a situation where the minimum error is
reached and then moves towards a larger error, and the
reason is that the model has reached local optimal state in
this learning stage. However, the proposed model can jump
out of the local optimal state through adaptive dynamic
fuzzy membership factor and converge to the global optimal
value; thus the proposed model has certain superiority.
Figures 3–5 show that after agent reaches optimal state, it
will return to poor state. *e reason is that when agent
adopts e-greedy strategy to make action decision, there are
some unnecessary actions performed, so as to reduce the
convergence rate of model and make model return to poor
state after reaching optimal state. Figures 3–6 show that,
compared with contrast models, the proposed model has
faster convergence speed and more stable performance, and
it can avoid falling into local optimum.

*e convergence time of different models when per-
forming parameter estimation on different soil heavy metal
data sets is shown in Table 1. As can be seen, min is
minimum convergence time of model repeating 10 times
experiment; mean is the average convergence time of model
repeating 10 times experiment; >> represents that the model
still does not converge after reaching the maximum number
of training rounds. According to the table, the convergence
time of the samemodel on different data sets is different, and
the convergence time of different models on the same data
set is also different. *e difference between minimum
convergence time and average convergence time of all

models is small, which indicates that each model is stable
and the experiment results are reliable. *e competing deep
Q network model does not converge after reaching the
maximum number of training rounds on Cr andNi data sets.
In addition, minimum convergence time and average
convergence time of the proposed adaptive deep Q network
model on each data set are smaller than those of contrast
models; thus the proposed model has better performance
and certain advantages. In summary, the convergence speed
of proposed model is better than that of contrast models, the
performance is better, and the expected effect can be
achieved.

4.4.2. Prediction Results of the Model. To verify the pre-
diction effect of proposedmodel on soil heavymetal content,
the prediction effect between proposed and random forest
regression model (RFR) and inverse distance weighted
model (IDW) is compared. *e results are shown in
Figures 7∼10, and the comparison between predicted value
and actual value on test set is shown in Figure 11. In
Figures 7∼10, the abscissa and ordinate are sampling point
and predicted value (mg/kg), respectively. In Figure 11, a is
the verification result on Cd data set; b is the verification
result on Cr data set; c is the verification result on Ni data set;
and d is the verification result on Pb data set.

As can been seen from Figures 7(a) and 7(c), for IDW
model, the error between predicted value and actual value is
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Figure 3: Training of different models on Cd data set.
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obvious. *e proposed model has a large error between
predicted value and actual value, and the predicted values of
most sampling points basically coincide with the actual

values, thus the hyperparameters of model are adaptively
adjusted, and the prediction accuracy of model to spatial
data is improved. Moreover, Figures 7(b), 8(b), 9(b), and
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Table 1: Convergence time of different models on different data sets (s).

Model —
Cd Cr Ni Pb

Min Mean Min Mean Min Mean Min Mean
DQN 435 4.68 19.50 20.97 6.60 7.10 6.77 7.28
DDQN 4.42 4.76 17.79 19.13 6.39 6.88 9.33 10.04
DuDQN 5.57 5 99 >> >> >> >> 7.45 8.02
ADQN 3.56 3.83 15.22 1637 3.67 3.95 4.59 4.94
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Figure 7: Predicted value of different models on Cd data set.
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10(b) show that the error between predicted value and actual
value of RFR model on training set is the smallest, and the
prediction effect is the best.*e reason is that RFRmodel has
high feature extraction ability for nonlinear data, and it can
adapt to high-dimensional data. Figures 7–10 show that RFR
model has the best spatial prediction performance on the
training data set. *e prediction performance of proposed
model and IDWmodel is poor at a few sampling points, but
the error is within the acceptable range.

Figure 11 shows the predicted effect of different
models on test data set, and the overall trend is basically
the same. For RFR model, the error between predicted

value in test set and actual value is large, which is sig-
nificantly higher than IDW model and proposed model.
*e reason may be that there is overfitting in RFR model
during training process. What is more, the meaningless
features are learned, so as to lead to poor prediction
performance. Compared with IDW model, the predicted
value of proposed model is closer to the actual value, and
there is no abnormal predicted value, which indicates
that the proposed model has more stable spatial pre-
diction performance. In conclusion, the prediction
performance of proposed model is superior to RFR
model and IDW model.
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Figure 8: Predicted value of different models on Cr data set.
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Figure 9: Predicted value of different models on Ni data set.
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Figure 10: Predicted value of different models on Pb data set.
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To quantitatively analyze the performance of each
model, the evaluation indicators of each model are com-
pared, and the results are shown in Table 2. As can be seen, in
training data set, the indicator values of RFRmodel are lower
than those of proposed model and IDWmodel. However, in

the test set, the indicator values of RFR model are greater
than those of proposed model, which indicates that RFR
overfits on the training set. To avoid such a situation, the
parameters of RFR model need to be adjusted, which will
consume a lot of time cost. Compared with IDW and RFR
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Figure 11: Prediction result of different models on different test sets.

Table 2: Prediction error of different models on different data sets

Models
Training Validation

MSE MAE RMSE MAPE (%) MSE MAE RMSE MAPE (%)

Cd
SA1DW 138.67 8.46 11.77 63.68 203.55 10.11 14.27 84.96
IDW 174.07 10.22 13.19 7634 225.69 10.84 15.02 89.67
RFR 57.54 4.55 7.58 31.27 217.05 11.91 14.76 101.04

Cr
SAIDW 97.41 7.11 9.87 28.19 144.41 8.20 12.02 35.25
IDW 119.63 8.40 10.93 33.22 158.79 8.49 12.60 36.46
RFR 48.17 3.89 6.94 15.24 168.83 8.91 12.99 38.12

Ni
SAIDW 53.57 5.17 731 27.41 69.52 5S2 8.34 27.48
IDW 76.06 6.59 8.72 33.60 73.63 5.77 8.58 28.04
RFR 31.61 3.04 5.62 14.40 76.71 6.23 8.76 32.12

Pb
SAIDW 1037.) 1 18.91 18.91 27.89 690.88 20.63 26.28 34.03
IDW 1279.24 22.52 35.76 33.87 712.62 21.02 26.69 34.44
RFR 456.46 10.34 2136 14.89 886.51 22.03 29.77 39.06
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models, the MSE, RMSE, MAPE, and MAE values of pro-
posed model on the test set are lower. *e reason is that the
adaptive deep Q network can adaptively allocate the cor-
responding hyperparameters of each prediction point, which
makes model more suitable for the interpolation spatial
characteristics of prediction points. Here the prediction
results are more accurate and consistent with the above
conclusion, which shows that proposed model has the best
performance in all indicators. Compared with RFR model
and IDWmodel, the prediction accuracy of proposed model
increases by 13.03% and 7.47%, respectively, and the pre-
diction performance of soil heavy metal content is the best.

5. Conclusion

In conclusion, the proposed prediction method of soil heavy
metal content based on deep reinforcement learning uses
deep Q network as basic model, and it utilizes state value
reuse to promote agent to learn the training samples quickly;
thus the convergence rate of model is improved. At the same
time, adaptive fuzzy membership factor is introduced to
change the sensitivity of agent to environmental feedback
value in different training periods, which improves the
stability of model after convergence. Moreover, adaptive
inverse distance interpolation method is adopted to predict
the observed values of interpolation points; thus the pre-
diction accuracy of model is improved. Compared with RFR
model and IDWmodel, the proposed model performs better
in MSE, RMSE, MAPE, and MAE. *e prediction accuracy
of soil heavy metal content is higher, which increases by
13.03% and 7.47%, respectively. Although certain research
results have been achieved, there are still some shortcom-
ings. Due to the high interpolation accuracy, the proposed
prediction model takes a lot of time to complete a training,
which has certain disadvantages for the actual prediction of
soil heavy metal content. *erefore, a more suitable method
needs to be found to train the model, so as to shorten the
training time.
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