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Building segmentation is an important step in urban planning and development. In this work, we propose a new deep learning
model, namely Multidimension Attention U-Net (MDAU-Net), to accurately segment building pixels and nonbuilding pixels in
remote sensing images. Furthermore, we introduce a novel Multidimension Modified Efficient Channel Attention (MD-MECA)
model to enhance the network discriminative ability through considering the interdependence between feature maps. *rough
deepening the U-Net model to a seven-story structure, the ability to identify the building is enhanced.We applyMD-MECA to the
“skip connections” in traditional U-Net, instead of simply copying the feature mapping of the contraction path to the matching
extension path, to optimize the feature transfer more efficiently. *e obtained results show that our proposed MDAU-Net
framework achieves the most advanced performance on publicly available building data sets (i.e. the precision over the Mas-
sachusetts buildings data set andWHUdata set are 97.04% and 95.68%, respectively). Furthermore, we observed that the proposed
framework outperforms several state-of-the-art approaches.

1. Introduction

With the rapid development of China’s remote sensing
satellite industry, building segmentation in remote sensing
image is an important research field in the image inter-
pretation problems. Extracting feature information from
remote sensing images is related to urban planning and
development. *erefore, timely updating of image infor-
mation will have an impact on everything that depends on
these systems [1]: for example, mapping, disaster analysis,
and emergency response. For a long time, the acquisition of
feature information in remote sensing images relies on the
traditional manual visual interpretation method, which is
time consuming and laborious, which restricts the devel-
opment and application of high-resolution images. *ere-
fore, the use of remote sensing images accurately, quickly,
and automatically extraction of target features has attracted
widespread attention of many researchers all over the world.

Many researchers have recommended a countless
number of programmed building segmentation approaches
for remote sensing images. However, the interdependence

among the feature channels is often not discussed. Later, by
presenting the attention segment, in the context of deep
learning-based approaches, the features of dissimilar spaces
and channels can be advanced to enrich the essential features
and suppress the features that are not significant to the task.
U-Net structure is widely used in the field of medical image
segmentation. *e channel attention mechanism can adjust
the characteristic response value of each channel adaptively.
*e importance of different feature channels obtained by
automatic learning is used to enhance the important features
and suppress the features that are not important to the
segmentation task. *is method can be integrated into the
U-Net model to improve its performance.

In this work, we introduce a multidimensional channel
attention, which uses the average pool and the maximum
pool features in multidimensional channel to further im-
prove the performance of building segmentation in remote
sensing images. In this study, we propose a new Multi-
dimension Channel Attention Network model, called
MDAU-Net, based on deep learning, which has achieved the
latest performance in remote sensing image building
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segmentation. We demonstrate through experimental re-
sults that the proposed MDAU-Net model achieves the best
performance on two real data sets. Furthermore, the pro-
posed model greatly reduces the network complexity in
computer vision tasks (including image classification, object
detection, and instance segmentation) while maintaining the
performance. Specifically, we have the following
contributions:

(1) Deepen the structure of U-Net, using 7-layer con-
volution and downsampling module for feature
extraction and making full use of different levels of
building feature details, so as to achieve the purpose
of more fine segmentation of buildings

(2) We applyMD-MECA in order to “skip connections,”
so as to give weight to each feature map in the
shrinking path in the feature transfer step, instead of
copying them equally to the corresponding expan-
sive path

(3) Batch normalization [2] is used after the feature
stitching of the upsampling part, and Dropblock [3]
is used after convolution to solve the over fitting
problem in the network training process

(4) On the basis of the above work, we propose MDAU-
Net and evaluate it on Massachusetts [4] and WHU
data sets [5]

*e rest of the paper is organized as follows. In Section 2,
we offer an overview of the related work. Section 3 is about
the proposed methodology. In Section 4, data sets and
evaluation metrics are discussed. Moreover, experimental
details are also presented. In Section 5, results are discussed.
Moreover, various machine learning techniques are evalu-
ated on the aforementioned data set to study validity of the
proposed model. Finally, Section 6 concludes this paper and
offers several directions for further research and
investigation.

2. Related Work

In the past few decades, researchers have proposed a great
number of automatic building segmentation methods for
remote sensing images. For example, Zhong et al. [6] used
k-means clustering, Kohonen et al. [7] used self-organizing
mapping network, and Lin et al. [8] introduced the object-
oriented Morphological Building Index (MBI). However,
these methods are very dependent on the geometric texture
of buildings and cannot adapt to the buildings under dif-
ferent conditions in the image. *e sensitivity of their
features and spectra is not enough to capture, similar objects
are prone to mix and produce adhesion phenomenon, and
the robustness is not enough good [9, 10].

Recently, deep learning-based methods have been used
for automatic segmentation of buildings in remote sensing
images and achieved excellent results. *e deep learning
method based on convolutional neural networks (CNN)
proposed by Krizhevsky et al. [11] is usually used in various
computer vision tasks. Long et al. [12] proposed full con-
volutional networks (FCN), which can classify images at the

pixel level. Compared with the FCN structure, the SegNet
structure proposed by Badrinalayanan et al. [13] transfers
the maximum pooling index to the decoder, which improves
the segmentation resolution and saves more storage space.
Later, in order to improve the use of feature information in
images, Ronneberger et al. [14] proposed the U-Net span-
ning connection structure, which has been widely used in
image segmentation. *is structure realizes the fusion of
multiscale image information and improves the segmenta-
tion performance [15].

Although these deep learning-based methods have
achieved significant results, the interdependence between
the feature channels is often ignored. Later, by introducing
the attention module, the features of different spaces and
channels can be refined to enhance the important features
and suppress the features that are not important to the task.
At present, many researchers have applied attention module
to the image extraction and have achieved good results
[16, 17, 18].

3. Proposed Methodology

3.1. A.U-Net. U-Net structure was proposed by Ronne-
berger et al. [14] in May 2015 and was initially widely used in
the field of medical image segmentation. As a very classic full
convolutional network model, it is widely used in the field of
remote sensing image segmentation at present. Its network
structure is shown in Figure 1.

U-Net is divided into two parts, the left part is the feature
extraction part, also known as the lower sampling part, the
right part is the upper sampling part. In the feature ex-
traction part, the deep semantic features of the image are
extracted through convolution and pooling [19].

Each process includes the image is transformed into a
matrix with the number of channels increased by 64 after
two convolutions, and then the maximum pooling operation
is carried out to reduce the length and width of the image to
half of the original. In accordance with the same process,
after four times of subsampling, the image becomes a
32× 32× 512 matrix, and after two 3×3 convolution oper-
ations, the final feature map is obtained. For the upsampling
part, the calculation starts from the information at the
bottom of the network. After each 2×2 deconvolution, it is
spliced with the downsampling feature map of the same
layer, fused with the channel number corresponding to the
feature extraction part at the same scale, and then the
upsampling is completed once after two 3×3 convolution
operations. *rough the combination of feature images
obtained by feature extraction, information is supplemented
to optimize the segmentation results.

3.2. MECA and MD-MECA. Inspired by the recently pro-
posed CAR-UNet (Channel Attention Residual U-Net) [20],
Modified Efficient Channel Attention (MECA) module in
CAR-UNet was improved. MECA module structure is
shown in Figure 2, which greatly reduces the network
complexity in image classification, object detection, and
instance segmentation while maintaining performance. In
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this paper, the optimized module is named MD-MECA
(Multidimension Modified Efficient Channel Attention). By
adding MD-MECA to the encoding transfer features of
U-Net architecture to the decoding module, compared with
the original U-Net, the structure optimized the feature graph
during the transmission of the feature graph, supervised the
information of the feature graph of the encoding part in
different ways, and then passed it to the decoding part for
information supplement.

Channel attention (CA) was first used as a Squeeze-and-
Excitation Networks for classification, which modeling by
using the relationship between the channels [21]. It can
adjust the characteristic response value of each channel
adaptively. *e importance of different feature channels
obtained by automatic learning is used to enhance the
important features and suppress the features that are not
important to the segmentation task. And recent works
showed that the channel attention mechanism has great
potential in improving the performance of deep convolu-
tional neural networks (CNN). Guo et al. [20] proposed a
CAR-Unet (Channel Attention Residual U-net) network
model for retinal vascular segmentation and achieved good
results. *e MECA module in CAR-Unet network model is
based on an effective channel attention ECA module pro-
posed by Wang et al. [22] and adopts both average pooling
layer and maximum pooling layer to obtain more detailed
channel attention, so as to better collect spatial information.

MECAmodule uses convolution to avoid dimensionality
reduction in SE network blocks, thus greatly reducing the
complexity of the model while maintaining superior per-
formance. *e MECA module is an embedding channel
monitoring module, which extracts global features by using
different global pooling calculations: average pooling can

extract spatial information, while maximum pooling can
obtain unique object characteristics, which can attract more
detailed channel attention. *erefore, MECA module
combines the global features extracted from the two to
obtain amore refined channel monitoring weight and carries
out channel attention monitoring based on C channel to
obtain the weight parameters between different channels
[23].

*e feature graph in MECA module has different di-
mensions H, W, and C, which stand for the height, width,
and the number of channels of the input feature F.*erefore,
the MECA module can be strengthened by multiangle and
all-aspect supervision, so that the feature graph can repre-
sent more detailed target information. Inspired by this,
MECA (Modified Efficient Channel Attention) module in
CAR-UNet was improved. Based on the dimension char-
acteristics of the feature map, this paper optimized the
MECA module and named the optimized module MD-
MECA (Multidimension Modified Efficient Channel At-
tention Networks): on the basis of the C channel dimension,
H and W channels are added simultaneously, and the same
attention supervision module is designed, respectively, to
obtain the supervision weight parameters of different di-
mensions. *en, MD-MECA module was added to the
deeper U-Net network structure during the process of
encoding, transmission, and decoding [24, 25]. Compared
with the original U-Net, the structure optimized the feature
graph during the transmission of the feature graph, su-
pervised the feature graph of the coding part in different
ways, and then transmitted to the decoding part for in-
formation supplement.

*e module structure of MD-MECA is shown in
Figure 3: the supervision weight based on each dimension
is extracted, respectively, with the supervision structure of
MECA. Formally, input feature F ∈ RH×W×C through the
channel-wise max pooling and average poling can gen-
erate Fmp ∈ R1×1×C and Fap ∈ R1×1×C, respectively, e.g., at
the cth channel:

F
c
mp � Max F

c
(i, j)( , 0< c<C, 0< i<H, 0< j<W,

F
c
ap �

1
H × W



W

u�1


W

j�1
F

c
(i, j), 0< c<C,

(1)

where Max(·) represents the maximum value, and Pc(·)

represents the pixel value at a specific position in channel c.
*e two calculated values are then transmitted to a 1D
convolutional neural network with shared weights to gen-
erate a channel monitoring mechanism Mc ∈ R1×1×C *en,
the MECA module combines the eigenvectors of the con-
volutional layer output by channel addition, and the cal-
culation is as follows:

M(F) � σ Conv1 D Fap  + Conv1 D Fmp  , (2)

where Conv1D(∙) represents the 1D convolutional layer and
σ(∙) denotes the Sigmoid function. Similarly, the monitoring
weight based on H dimension and W dimension of feature
map is obtained in the same calculation method, and then
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Figure 1: *e classical U-Net network architecture.
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the feature map is supervised in three dimensions, and then
the required feature map is obtained by adding and com-
bining them pixel by pixel.

*rough the above method, the experiment has carried
on the different dimension and the level optimization to the
image feature image. By adding MD-MECA to the coding
transfer features of U-Net architecture to the decoding
module, the detailed texture features and semantic features
transmitted by the coding part are refined. *erefore, the
features obtained by the decoding part have better char-
acterization ability to the target and can better segment the
remote sensing image.

3.3. Batch Normalization and DropBlock. *e Google team
came up with a Batch Normalization method in 2015. In the
deep network, if the network activation output is large, the
gradient will be small and the learning rate will gradually
slow down. In this way, the deeper the network structure is,
the shallow layer of the gradient will be small and the
learning rate will be slow. *e higher the deep gradient, the
faster the learning rate. For such a network structure, it loses
its deep meaning. In order to solve this problem, the use of
BN layer in the network can solve gradient disappearance

and gradient explosion, improve the training speed and
network convergence speed, and effectively prevent over-
fitting problems.

Overfitting is a serious problem in deep neural net-
works. *e more complex the network structure is, the
processing speed is slow, so it is difficult to deal with the
overfitting of different complex neural networks in the test.
Dropout proposed by Srivastava et al. [26] is also a tech-
nology to solve this problem. Its key idea is to temporarily
discard neural units from the neural network in accordance
with certain probability during training. Dropout has a
significant effect in the full connection layer, but elements
of adjacent positions in the feature graph of the con-
volutional layer share semantic information in space.
*erefore, although a unit is discarded, its adjacent ele-
ments can still keep the semantic information of this lo-
cation, and the information can still circulate in the
convolutional neural network. *erefore, to solve this
problem, this paper introduces a structural form of the
dropout method, i.e., DropBlock. *e DropBlock tech-
nology is a regularization technology used in convolutional
neural network proposed by researchers of Google Brain in
2018. It can discard units in adjacent regions of feature
graph at the same time to improve accuracy.
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Figure 2: Diagram of the classical MECA technique.
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3.4. Network Architecture. *e detailed architecture of
Multidimension Attention U-Net (MDAU-Net) is displayed
in Figure 4. Structure of MDAU-Net is derived from U-Net,
the structure adopts multilevel subsampling structure
module, which increases the model depth to increase the
nonlinear mapping, thus enhancing the feature fitting
ability. *e experimental structure is designed with a 7-layer
lower sampling module; each module consists of a 3× 3
convolutional layer (ReLU) plus a 2× 2 Maxpooling layer.
For the input data with the size of 1024×1024, the image is
extracted with the size of 8×8, and the size is 1/64 of the
original image after 7 times of pooling at the coding end
under the sampling structure. At the same time, 7 (seven)
feature graph modules of different levels are obtained. In the
upsampling part, seven (7) stages of upsampling calculation
were also carried out. Furthermore, each layer was combined
with the feature map of the downsampling coding part to
supplement information and optimize the segmentation
contour texture features. At the same time, MD-MECA
module is added to the feature image transfer part of the
coding part of each layer, and the feature image sent by the
coding part is optimized through multidimensional super-
vised calculation to highlight the geometric features and
suppress the background features.

For remote sensing image features, the shallow layer
features have sufficient texture features, which is helpful to
the contour restoration of segmentation algorithm. High-
level semantic features help to distinguish target categories.
*erefore, it is necessary to combine the features of the two
to complete the feature information as much as possible. In
the MDAU-Net network structure proposed in this paper,
the multilevel coding and decoding structure is adopted, and
the feature graphs of different levels in the coding part are
made full use of to build a deeper network, and the features
are extracted and combined in a fine way, so as to obtain
better prediction effect.

4. Data sets and Evaluation Metrics

4.1. Data sets

4.1.1. Experimental Data. In order to avoid the impact of the
uniqueness of the data set on the experimental results, the
Massachusetts building data set and WHU data set were
selected as the experimental data. Because the annotation
accuracy and spatial resolution of different data sets are
different, the conclusion is more convincing.

In this paper, 600 images in each data set were selected
for training, 100 images for testing, and 100 images for
verification. *e input image size was 512 pixels ×512 pixels.

(1) Flip conversion: flip the image along the vertical or
horizontal direction

(2) Random rotation transformation: randomly rotate
the image by several angles

(3) Random clipping: local images at different positions
can be obtained through random clipping of images

(4) Contrast transformation: the contrast transforma-
tion factor is randomly set for the image to adjust the
image contrast

Among them, Figure 5(a) is the original image without
processing; Figures 5(b)–5(d) is the clockwise rotation of 90°,
180°, and 270°, respectively; Figures 5(e) and 5(f ) are the
vertical and horizontal mirror flipping; Figure 5 5(g) is the
contrast transformation; and Figure 5(h) is the random
cropping. A total of 4000 images and labels were obtained
after the geometric modification method data were ex-
panded. Finally, in each data set, there are 1400 images as the
training set, 400 images as the test set, and 200 images as the
verification set.

4.1.2. Evaluation Metrics. Recall, Precision, F1-measure,
and IoU were used to evaluate the experimental results.
Recall rate is the ratio of correctly predicted positive samples
to the total number of true positive samples. Accuracy refers
to the ratio of correctly predicted samples to the total
predicted samples, F1 value refers to the harmonic average of
accuracy and recall rate, while IoU is the intersection of
pixels labeled as building in the predicted results and ground
truths, divided by the union of pixels labeled as building in
the predicted results and ground truths. *e calculation
formula is as follows:

Prec �
TP

TP + FN
,

Ppre �
TP

TP + FP
,

F1 � 2 ×
Ppre × Prec

Ppre + Prec

,

IoU �
TP

TP + FP + FN
,

(3)

where TP represents the correct number of pixels extracted,
FP represents the number of pixels extracted with errors, and
FN represents the number of missing pixels.

4.1.3. Implementation Details. In order to verify the feasi-
bility of MDAU-Net proposed in this paper in remote
sensing images and the superiority of the improved network
MDAU-Net compared with U-Net network and CAR-UNet
network, the same group of training samples and test
samples were used for comparative experiments, and the
experimental computer operating system was Windows.
Based on the design of PyTorch deep learning framework of
version 1.4.0, the CPU is configured as E2650, graphics card
NVIDIA 1080Ti ×2, GPU is configured as GeForce GTX
1080, and video memory is 8G. Experimental parameters are
shown in Table 1.
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5. Experiments and Results

5.1. Ablation Study

5.1.1. 1e Influence of Layer Number of Network Structure.
Firstly, based on U-Net network model, the influence of
model depth on experimental results is studied. *e ex-
periment was conducted on the Massachusetts building data
set and the WHU data set, respectively. Tables 2 and 3 show
the effect of different model depths on the experimental
performance.
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Figure 4: *e MDAU-Net architecture (proposed model).
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Figure 5: Data expansion processing results (a) image, (b) rotate 90°, (c) rotate 180°, (d) rotate 270°, (e) flip vertical, (f ) flip horizontal,
(g) transform contrast, and (h) random cutting.

Table 1: Experimental parameters.

name of the parameter Parameter values
Learning rate 1 × 10− 3

Optimizer Adam
Loss function Binary cross entropy
Batch size 2
Epochs 100
Dropout rate 0.15
Block size 7
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As can be seen from the experimental results, with the
increase of the number of network layers, each accuracy
index will increase, but when the number of network layers
reach 8, the influence of overfitting problem is very serious.
By comparison, it can be found that U-Net7 has the best
building extraction effect among the five network models. In
different data sets, U-Net7 has the highest recall rate, ac-
curacy and F1 values, which reach 96.62% and 95.81% re-
spectively. *erefore, it can be concluded from the
experimental results that the more layers of the network
structure, the higher the accuracy of the experimental re-
sults. With the deepening of the network layer, although the
receptive field will increase, the number of down sampling
will increase, resulting in the loss of detail information.
Meanwhile, the overfitting problem will increase with the
deepening of the network, thus the experimental accuracy
will be affected. Based on the above considerations, U-Net7
is selected as the best basic network model for the
experiment.

5.1.2. 1e Impact of Batch Normalization and DropBlock.
Based on the selected U-Net7 network model, the experi-
ment explores the impact of Batch Normalization and
DropBlock on the experimental results.

Tables 4 and 5 show the precision comparison of
experimental results on Massachusetts data set and WHU
data set after the introduction of BN layer and Drop-
Block, respectively, in U-Net7 network structure model.
It can be seen that the selection of different data sets has a
direct impact on the prediction results; however, under
the same experimental conditions and data sets, the
proposed U-Net7 network combined with BN and
DropBlock at the same time, compared with the U-Net7
network combined with BN or DropBlock alone, the
accuracy index has been improved to a certain extent, and
the building extraction has reached high accuracy

requirements. *e accuracy rates are 97.04% and 95.68%,
respectively, indicating that BN and DropBlock can ef-
fectively solve the gradient disappearance and gradient
explosion, reduce the overfitting problem, and improve
the accuracy of building identification. *e feasibility and
potential of this method in remote sensing image target
extraction are proved.

5.2. Comparison to State-of-the-Art Methods. Based on the
experimental data set, the classical U-Net network, CAR-
UNet network, and MDAU-Net network were trained, re-
spectively, and the experimental results were compared in
detail after testing.

*e three index values of the three methods in the two
test data sets are shown in Table 6. *e statistical data in
Table 6 show that in the two tests, the three index values of
the method in this paper are better than the corresponding
index values of U-Net and CAR-UNet. Taking the Massa-
chusetts data set as an example, the accuracy rates of the
method, U-Net, and CAR-UNet are 97.04%, 94.82%, and
92.34%; recall are 87.68%, 82.42%, and 82.36%; IoU are
78.35%, 72.31%, and 70.96%, respectively. It can be seen
from Table 6 that the selection of data sets has a direct impact
on the predicted results. However, under the same experi-
mental conditions and data sets, the accuracy indexes of the
MDAU-Net network proposed in this paper are improved to
some extent compared with the U-Net network and CAR-
UNet network and meet the high accuracy requirements for
target extraction.

Part of the visualization results are shown in Figures 6
and 7. *e visual effect shows that although there are a few
extraction errors, the overall building extraction effect is
good. It can be seen from the results that the overall effect of
MDAU-Net extraction of the target is better than that of
U-Net and CAR-UNet network structures, and the result
image extracted by MDAU-Net is closer to the label map. As
can be seen from the figure, the extraction of irregular
buildings in the image is incomplete, and the overall ex-
traction effect is not good. Adhesion phenomenon exists in
small -scale buildings; In addition, there are a few extraction

Table 2: Comparison of results of different deep network exper-
iments on Massachusetts data set.

Methods Layer
number

Recall
(%)

Precision
(%)

F1-measure
(%)

U-Net 4 86.36 91.94 89.06
U-Net5 5 89.92 92.54 91.21
U-Net6 6 92.41 94.87 93.62
U-Net7 7 94.38 96.62 95.49
U-Net8 8 92.53 94.33 93.42

Table 3: Comparison of results of different deep network exper-
iments on WHU data set.

Methods Layer
number

Recall
(%)

Precision
(%)

F1-measure
(%)

U-Net 4 84.62 90.64 87.53
U-Net5 5 88.74 91.32 90.01
U-Net6 6 91.28 93.63 92.44
U-Net7 7 95.14 95.81 95.47
U-Net8 8 92.46 94.19 93.32

Table 4: Massachusetts data set comparison of network models’
experiment results.

Network structure Recall
(%)

Precision
(%)

F1-measure
(%)

U-Net7+BN 95.36 96.94 96.14
U-Net7+DropBlock 94.42 95.82 95.11
U-Net7+BN+DropBlock 96.68 97.04 96.86

Table 5: WHU data set Comparison of network models’ experi-
ment results.

Network structure Recall
(%)

Precision
(%)

F1-measure
(%)

U-Net7+BN 94.21 94.83 94.52
U-Net7+DropBlock 94.26 95.12 94.69
U-Net7+BN+DropBlock 94.63 95.68 95.15

Scientific Programming 7



Table 6: Quantitative evaluation results of building detection for different methods.

Data sets Test
area

IoU Recall Precision
U-Net CAR-UNet MDAU-Net U-Net CAR-UNet MDAU-Net U-Net CAR-UNet MDAU-Net

Massachusetts building
data set

1 69.74 68.96 76.95 83.46 80.23 86.46 88.48 91.34 96.32
2 66.98 69.73 77.82 80.27 81.32 85.24 94.24 93.21 95.11
3 73.26 74.22 80.93 81.64 78.43 88.72 93.31 90.23 96.68

Mean 70.96 72.31 78.35 82.36 82.42 87.68 92.34 94.82 97.04

WHU data set

1 69.42 69.83 76.42 83.24 81.47 82.03 90.18 90.21 93.02
2 68.33 65.24 73.92 80.66 82.56 87.49 89.32 91.37 92.83
3 74.26 73.82 78.46 81.24 80.33 89.32 86.87 93.06 94.37

Mean 71.53 72.41 77.97 82.21 83.26 90.63 88.94 93.12 95.68
Bold shows the values of IOU, recall, and precision on the whole dataset.

image ground truth CAR-UNetU-Net MDAU-Net

Figure 6: Experimental comparison of extraction results from the Massachusetts data set.

image ground truth CAR-UNetU-Net MDAU-Net

Figure 7: Experimental comparison of extraction results from the WHU data set.
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errors in this method, mainly in that it is easy to mistake the
bright hardened ground and bare ground as buildings in the
test image; and the cement hardened ground is connected
with the building, so it is difficult to eliminate this false
extraction through postprocessing. However, in the case of
irregular building boundaries and a large number of isolated
points, the MDAU-Net network structure proposed in this
paper can effectively extract targets comprehensively, and
the extraction effect is better in dense buildings or shaded
areas, especially for some small buildings or irregular
buildings with good recognition effect. It can be seen that the
improved network model is more complete in extracting the
target details, segmenting the target edges accurately, and
has a better recognition effect on some subtle feature details.

Figure 8 shows the change curves of train loss, IoU,
recall, and precision of this method in the training process of
Massachusetts data set and WHU data set. *e horizontal
axis represents the number of training steps, as shown in
Figure 8. After 100 steps of training, the change rate of loss
value gradually decreased and later became stable. It shows
that the network type has good stability. In Figure 8, IoU,
recall, and precision of two different data sets all increased
step by step with the increase of training steps. *e precision
reached 97.04% and 95.68% in the end.

In other experiments, Softmax, Sigmoid, and ReLU were
the three types of activation functions we employed
[9, 27, 28, 29]. Over the acquired findings, we noticed
significant variations that may be attributed to the data sets.
Because theMassachusetts data set is so big, there were more
variances than in the WHU data set. *is indicates that the
proper activation function should be employed based on the
data set and image attributes. Furthermore, each activation
function generates distinct and significantly different results
when paired with a certain training model. When compared
to the standard U-Net and MECAmethods, the MDAU-Net
model has a tiny overlap. Smaller overlaps guarantee that the
model delivers outcomes that are more similar to one an-
other, i.e., stray less from one another.

6. Conclusions and Future Work

In this paper, we presented a Multidimension Attention
Network model for building segmentation in remote sensing
images. *e method considers the relationship between
feature channels and introduces a new channel attention
mechanism to enhance the network discrimination ability.
Specifically, we increase multiple dimensions through the
recently proposed modified efficient channel attention
(MECA). *en, we apply MD-MECA to “skip connections,”
assigning weights to the element map from the shrink path
rather than equally copying to the corresponding expansive
path. *e DropBlock is added after the convolutional layer
and BN is added in the decoding path, which improves the
accuracy of the segmentation algorithm in remote sensing
images and effectively solves the problems of missed de-
tection, wrong detection, and irregular edge in the seg-
mentation and extraction of buildings in remote sensing
images.

It is compared with the classical U-Net network struc-
ture and car U-Net network structure. *e results show that
the recall, accuracy, F1 value, and IoU of this method have
been significantly improved, and the final extraction effect
can detect and classify buildings more accurately. Our ex-
periments show that the algorithm achieves the highest
performance of building segmentation on two data sets, i.e.,
Massachusetts and WHU. However, we observed that the
activation function used in this method cannot activate all
neurons and the improvement accuracy is limited. *ere-
fore, the optimization of the model structure and the search
for the optimal activation function are further research work
[30].

Data Availability

*e raw/processed data required to reproduce these findings
cannot be shared at this time as the data also form part of an
ongoing study.
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Figure 8: Accuracy of the proposed MDAU-Net model using evaluation graph on both Massachusetts and WHU data sets.
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