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+e purpose is to provide a more reliable human-computer interaction (HCI) guarantee for animation works under virtual reality
(VR) technology. Inspired by artificial intelligence (AI) technology and based on the convolutional neural network—support
vector machine (CNN-SVM), the differences between animation works under VR technology and traditional animation works are
analyzed through a comprehensive analysis of VR technology. +e CNN-SVM gesture recognition algorithm using the error
correction strategy is designed based on HCI recognition. To have better recognition performance, the advantages of depth image
and color image are combined, and the collected information is preprocessed including the relations between the times of image
training iterations and the accuracy of different methods in the direction of the test set. After experiments, the maximum accuracy
of the preprocessed image can reach 0.86 showing the necessity of image preprocessing.+e recognition accuracy of the optimized
CNN-SVM is compared with other algorithm models. Experiments show that the accuracy of the optimized CNN-SVM has an
upward trend compared with the previous CNN-SVM, and the accuracy reaches 0.97. It proves that the designed algorithm can
provide good technical support for VR animation, so that VR animation works can interact well with the audience. It is of great
significance for the development of VR animation and the improvement of people’s artistic life quality.

1. Introduction

Virtual reality (VR) technology is making continuous
progress with the continuous development of science and
technology, providing a new production method for ani-
mation creation [1]. +e change of the new VR animation’
production mode leads to the corresponding change of the
final work experience mode [2]. Among them, the most
prominent is the audience’s participation in the works, and
the plot development of the works is closely related to the
interaction of the audience. Human-computer interaction
(HCI) technology under artificial intelligence (AI) needs to
be further discussed to provide more possibilities for ani-
mation creation under VR technology [3].

In a VR environment, strong online perception ability
and interactive feedback ability are needed, and gesture
interaction is included in the abilities. Gesture interaction

generally includes static gesture recognition and dynamic
gesture recognition. +e static recognition has gradually
changed from the artificial feature extraction method to the
mainstream convolutional neural network (CNN) feature
extraction method, which has a more efficient recognition
ability. On this basis, scholars have proposed gesture rec-
ognition using a neural network as a classifier. +is method
is to use edge detection to obtain the gesture features and
then recognize the gesture through the neural network,
while its accuracy is not satisfactory [4, 5]. +erefore,
scholars have introduced the contour descriptor based on
the depth projection map after continuous exploration. It is
generally used to obtain the hand shape and structure in-
formation in depth image. +e recognition accuracy has
been improved through support vector machine (SVM)
classification. Gesture recognition is used more in interac-
tion, so related research is very crucial. +e existing gesture
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recognition mostly uses CNN to build the relevant model of
gesture recognition, which can greatly reduce the subjec-
tivity and limitations caused by manual feature extraction.
On this basis, the convolutional neural network—support
vector machine (CNN-SVM) makes the model more robust
[6]. +e disadvantage is that the model has no relevant
means to correct the wrong gesture when there is a rec-
ognition error.

In response to the shortcomings of previous algorithms,
a new classification estimation error correction strategy is
proposed based on the gesture recognition of CNN-SVM,
and CNN-SVM is optimized to improve the final effect of the
model. +e innovation is to improve the recognition ac-
curacy of similar gestures. +e optimized CNN-SVM is
designed to achieve the final effect of the optimization
model. Later, the necessity of image preprocessing is dis-
cussed through experiments, and the recognition accuracy of
the optimized CNN-SVM is compared, which proves that
the accuracy of the designed gesture recognition algorithm is
good enough. +us, it provides reliable algorithm support
for VR technology animation production and is of great
significance to the development of art forms.

2. Materials and Methods

2.1. Differences between VR and Traditional Animation.
VR technology is what people often call VR.+is technology
is a comprehensive new technology composed of various
platforms established based on computer media [7]. Figure 1
shows its main technical basis.

+e main function of VR is to create a simulated sim-
ulation environment to achieve very realistic effects like real
life. In the process of realizing this environment [8], it is
essential to build an image and sound in a three-dimensional
(3D) space. Moreover, the simulated simulation environ-
ment also needs the ability of online perception and in-
teractive feedback, such as vision, hearing, touch, and
orientation. From the perspective of perception, it mainly
records and analyzes people’s relevant actions and other
physical activity data, uses the computer to analyze the
corresponding perception signals online, and transmits
them to the perception equipment for people to perceive.
+e accuracy and timeliness of computer data processing are
the most core in this process [9].

Making animation through VR technology is generally
enriched at the perceptual level and added interactive mode.
Animation has developed from hand drawing to computer
drawing. +en, the 3D rendering of the image by computer
has gradually matured, making the image have the level of
3D feeling and depth of field.+e previous audience group of
animation was relatively passive for the picture in animation,
and there were almost no interaction and feedback with the
relevant elements in the picture [10]. Present VR technology
makes it possible for the groups watching animation to
participate in the development of the plot. In daily life, there
are various forms of interaction between people’s subjective
initiative and multiple elements in the real environment.
People will also receive various forms of feedback in this
process, that is, people’s interaction in real life, which can

also exist in a VR environment. +e previous animation had
no interaction in any form, so there was no way for people’s
subjective behavior to change the plot in animation, and
there was no feedback link in any form [11].

It should be noted that the emergence of VR technology
does not mean that the traditional form of animation will
disappear from people’s vision. +e form of animation will
exist in diversified forms for a long time. +ere are two
reasons for this. One is that traditional animation has
established a relatively perfect theoretical system; the other is
that the art shown by traditional animation has a unique
beauty, which is difficult to disappear over time. Traditional
animation may not have much freshness for viewers from
the form of expression, but it still does not affect people’s
acceptance of it. More mature forms of expression and the
addition of more high-quality content can still exert a great
influence. A typical case is that many traditional animations
launched in Japan have achieved strong influence inmultiple
countries. Different types of animation can meet people’s
different spiritual needs. +e development research path of
animation based on VR technology mainly includes the
following three lines (Figure 2) [12].

+e development path of VR animation is based on the
above content. A brief analysis is given as follows:

(1) +e transformation from “plane” to “stereo” vision:
the production of traditional animation is hand-
drawn by relevant workers. It is to draw the motion
track of the image very carefully, arrange it on the
drawing paper in order, and then use the camera and
other shooting tools to shoot in the corresponding
order, followed by the rewashing work. Finally, the
sample film is made. On this basis, fine editing work
is conducted. In the animation production a long
time ago, the animation workers first faced a piece of
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Figure 1: Technical basis of VR.
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white paper, and the core technology was the
workers’ painting skills. After the computer
appeared, the computer monitor replaced the paper.
+e later 3D animation develops on this basis.
However, it is still difficult to show a 3D feeling
because it cannot get rid of the computer screen and
cannot be said to be 3D. Later, this defect can be
made up by wearing relevant equipment. 3D glasses
are the most widely used equipment in daily life
(Figure 3) [13].
However, the visual range is fixed, and the perceived
“3D” has great limitations. +e use of VR technology
has greatly changed the previous creation methods,
and the vision has changed from “plane” to “3D.”
+e produced animation works are presented to the
audience in a form without any dead corner, which
gets rid of the previous screen and creates a 3D and
realistic space. +e whole animation production
process is to use software to realize the whole process
automation, greatly reducing the workload com-
pared with the previous manual method [14].

(2) Narrative transformation from “linear” to “branch”:
VR technology can reflect the feedback ability of
animation, which is why it has “vitality.” Figure 4
shows the change of narrative mode.
+e continuous development and evolution of the
whole plot of traditional animation are similar to the
form of storytelling. It generally has a complete time-
plot of the beginning, development, climax, and end
of things, which is often referred to as the “linear”
development structure. +e audience is more passive
to accept the whole story and has no impact on the
development of the whole story. VR technology itself
has the characteristics of interactivity, which has
brought different narrative forms to the development
of the whole story. A “branch” is added at a certain
point in the story to make the structural change of a
line become a “branch” structure. +e audience
chooses different branches according to their own
preferences to make the story develop towards

different endings and exert an important impact on
the development and change of the whole story [15].

(3) +e transformation from “watching” to “being
present”: in the past, when watching animation, the
audience, as an independent individual, is a “by-
stander,” just watches quietly, and has no relation-
ship with any element in the animation. To make the
audience feel immersive to the greatest extent, movie
players will try their best to create a dark and quiet
viewing environment during the screening. How-
ever, no matter how optimized the environment is, it
cannot be denied that the audience is still a bystander
[16]. VR technology provides a different viewing
form from the past because the immersion charac-
teristics of the technology itself will enable the au-
dience to participate in the interaction in the
animation from the first perspective, and interactive
feedback is added in the animation production
process, so that the audience can change from
“watching” to “being present.”

2.2. Principle of SVM Classifier. +e lifelike effect of inter-
active feedback is very dependent on the development of
HCI technology. Among them, AI technology provides
crucial technical support. +e gesture recognition method
studied is the CNN-SVM hybrid model. In this hybrid
model, SVM uses different kernel functions to transform the
samples that cannot be divided into low-dimensional input
space into high-dimensional feature space, so that it can be
linearly divided. Its theoretical basis is to minimize insti-
tutional risk, form the best hyperplane in the feature space,
and obtain the structured information of data distribution,
so as to reduce the requirements for data scale and data
distribution [16] and reduce the error of independent test
set. +e effect of the SVM classifier is affirmed by many
people. SVM is evolved from the optimal classification
surface in the separable state. +e optimal classification
surface needs to classify accurately and maximize the
classification interval. If the training sample
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Figure 2: Research path of VR animation development.
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hyperplane with the largest interval so that the training set
can be linearly separable (where x

→
i is the eigenvector and yi

is the relevant label), the problem of finding a hyperplane
can be transformed into the following problem:
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where w
→ is anm-dimensional vector, b is a scalar, and ξ

→
is a

relaxation variable. C is a penalty factor, which greatly affects
the balance between edge maximization and classification
error minimization. +e training data x

→
1 are mapped to a

higher dimensional space by using function ϕ(·) [17].
Chih-jen Lin developed a library for support vector

machines (LIBSVM) that is used to build SVM. LIBSVM, as
a software package for efficient classification and regression
[18], can solve multiple classification problems. It uses a one-
to-one method in the process of solving, which is to build

k(k− 1)/2 classifiers. Each classifier uses two types selected
from k-type data in the training set [19]. +e problems to be
solved read:
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(2)

where i and j refer to type i training data and type j training
data. When making classification decisions, LIBSVM uses
the maximumwinning algorithm. Each classifier will vote on
the category it determines, and the final classification result
will be qualified by the category with a higher number of
votes. LIBSVM can classify the classification results and
provide classification probability information for different
test samples. SVM is used for classification results with

Figure 3: 3D glasses based on the principle of the binocular angle difference.
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prediction probability during training. +e probability of
classification results will be used in gesture error correction
to judge whether the classification results can be used [20].

2.3. Principle of CNN Classifier. CNN is a deep feedforward
neural network, which generally has two parts: an automatic
feature extractor and a trainable classifier [21]. It can make
the deep CNN structure automatically obtain the high-level
features of the image, so as to reduce the artificial design or
selection of features. It transmits the obtained features to the
classifier in the fully connected layer for classification
processing. In this process, it will use supervised learning to
optimize the weight between each layer in detail and later
obtain a model with better robustness and accuracy [22].

Caffe framework is adopted to build CNN and identify
and learn the model. Alex Krizhevsky network (AlexNet) is
taken as the training network model. Figure 5 displays its
network structure.

Figure 5 shows that the AlexNet network has 8 layers,
including 5 convolution layers and 3 fully connected layers.
+e last fully connected layer outputs a 9-dimensional
softmax to represent the prediction of 9 categories [23].

2.4. Error Correction Strategy Based on CNN-SVM Hybrid
Model. CNN-SVM hybrid model is to replace the last
output layer in CNN with SVM. +e replacement process is
as follows. First, the unprocessed image needs to be
transmitted to the input layer for learning and training in
CNN until convergence or the number of iterations is
sufficient. +en, the images of the training samples are
transmitted to the trained CNN training model, and 2048
dimensional training samples are obtained. +e obtained
sample feature vector is defined as the training set to train
the SVM classifier, so as to obtain the CNN-SVM hybrid
model [24].

In the following prediction results, LIBSVM estimates
the probability that each sample is divided into a certain
category. Finally, the most likely one will be selected as the
classification conclusion. +ere is a problem of N classifi-
cation in the decision-making process of LIBSVM. +e
similarity between the two classes is generally represented by
distance. +e absolute value of the prediction probability
difference is used to represent the distance. +e smaller the
distance is, the smaller the gap between the two is. In the
error correction strategy, the threshold Mij represents the
average distance between class i and class j. +e threshold
equation is as follows:

Mi,j �
1

si,j



n�Si,j

n�0
Pn(i) − P(j)( . (3)

In equation (3), it should be noted that Pn(i)〈Pn(j).
Pn(i) is the probability of predicting that the nth test sample
is class i, and it is the maximum value in the prediction
results. Pn(j) is the class j corresponding to the submaximum
probability value; Sij refers to the sample whose prediction
result is class i, and it should meet that the submaximum
value is class j. When the distance is lower thanMi.j, it shows

that classification error is probable between the two classes.
When the classification prediction meets the following
conditions, the category corresponding to the maximum
value is changed to the category corresponding to the
maximum value.

s.t
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where wn(i, j) is the distance between the maximum value of
possibility prediction and the submaximum value in the nth
sample, that is, the value is Pn(i) − Pn(j). pi,j is the prob-
ability that the predicted result is i, and the true rate is j.
Small wn(I, j) and large pi,j indicate that the probability of
errors in class i and class j will increase.

2.5. Data Preprocessing. Figure 6 shows the model running
environment.

At present, multiple machine vision gesture databases
are collected and obtained based on Kinect. Figure 7 shows
the Kinect structure.

+e data and images used in this experiment are the
relevant gesture images of 400 college students’ left hands 2
meters in front of Kinect, a total of 4000 depth images, and
4000 color images. +e data need to be processed before use
to improve the accuracy of the experiment.

Although the gestures made by people in color images
can be recognized easily, it is still difficult to recognize them
quite accurately. +e reason is that gestures are affected by
complex background conditions such as appearance and
shape. +e depth information in the depth image will not be
disturbed by the environment such as light. +erefore, the
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Figure 5: Model structure of AlexNet.
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depth image can well preserve the structural features of the
human hand.+e hand depth image is segmented, and then,
the gesture range of the color image is segmented, so as to
reduce the background interference of the color image.
Figure 8 shows a specific preprocessing flow.

+e main process of image preprocessing consists of
three steps, which are explained in detail below. First, the
collected depth image needs to be stored as a grayscale depth
image with a pixel value of [0–255]. After the gray value 125
is used as the threshold, a binary image related to the gesture
area will be obtained and then defined as a mask image.
+en, the defined mask image and color image are calculated
to obtain the gesture area image with low accuracy. +e
depth image and color image acquired by Kinect have the
disadvantage of the inconsistent resolution, which will lead
to the influence of other pixels near the acquired gesture
area. Finally, the acquired gesture region needs skin color
segmentation, and the final gesture region image is obtained
through Bayesian skin color model. Figure 9 shows a depth
gesture image after segmentation.

+e interference of complex backgrounds and other
environments is effectively eliminated. Later, the use of the
Bayesian skin color model can also well preserve the useful
information in the gesture area, so that the later recognition
training has the support of data information.

2.6. Case Analysis. In the following experimental link, the
gesture image above will be segmented into 30000 images for
the experimental dataset, among which 26000 images are
used for model training and 4000 images are used for testing.
On this basis, experiments will be conducted on the rela-
tionship between iteration times and the accuracy of dif-
ferent images. Besides, the accuracy of the designed
optimized CNN-SVM recognition method, AlexNet, and
CNN-SVM is tested, so as to evaluate their performance.+e

Matlab2014a

Caffe framework

Memory 8GB and 2G

GPU:NVIDIA Ge Force GT 730

Windows

conditions

CPU:Intel(R) Core (TM) i5-6500

Figure 6: Model running environment.
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accuracy and performance of the algorithm are plotted by
using Excel 2020 software.

3. Results

3.1. Relationship between Iteration Times and Accuracy of
Different Image Training. +e relationship between the
number of iterations and accuracy of different images is
obtained through unilateral CNN network training on 26000
processed images (the number of iterations is specified as
3000), as shown in Figure 10.

Figure 10 shows that when the number of iterations is
3000, the highest accuracy of the color image is only 0.37, the
highest accuracy of the depth image is 0.73, and the highest
accuracy of the preprocessed image is 0.86. +erefore, the
gesture after preprocessing and segmentation can effectively
reduce the influence of complex background and other
interference factors, so that CNN network learning can
obtain richer and more accurate features.

3.2. Accuracy of Different Methods on the Test Set. +e ac-
curacy of the optimized CNN-SVM, AlexNet, and CNN-

SVM recognition methods is tested on the test set of 4000
images. Figure 11 shows the test results.

Figure 11 shows that the accuracy of the optimized
CNN-SVM is higher than that of the original CNN-SVM.
From the numerical comparison, the optimized CNN-SVM
has a recognition accuracy of 0.97, which is better than the
other two algorithms. It provides excellent algorithm sup-
port for HCI and provides more reliable technical conditions
for VR animation creation.

4. Conclusion

With the continuous development of science and technol-
ogy, VR is also making continuous progress. It provides a
new production method for animation creation. +e ani-
mation works based on VR need the support of a reliable
human-computer interaction technology when they are in
use. Inspired by AI, a CNN-SVM gesture recognition al-
gorithm with the error correction strategy is proposed.
Based on CNN-SVM, the differences between animation
works under virtual reality technology and traditional an-
imation works are analyzed based on VR, and the CNN-
SVM gesture recognition algorithm based on the error
correction strategy is discussed from the perspective of
human-computer interaction. +e advantages of depth
images and color images are combined, and the collected
information is preprocessed to make the algorithm have

Figure 9: Depth gesture image after segmentation.
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better recognition performance. After experiments, the
image preprocessing steps are summarized, and the rec-
ognition accuracy of the optimized CNN-SVM is compared
with that of other algorithms. +e comparison results show
that the optimized algorithm is superior to others. It plays an
important role in improving the ability of interactive
feedback of VR and enhancing the interactive ability of films
and television animation works. However, the size of the
data is small, and it will be expanded in the follow-up study,
making the research conclusions more convincing. +e
study promotes the development of VR and improves
people’s living standards.
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