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�is paper presents an in-depth study and analysis of sports training decision support systems through data mining techniques,
and designs a corresponding sports training decision support system for application in practical situations. It investigates the
application of data mining techniques in solving the problem of optimal analysis of sports training indicators. �e Apriori
algorithm is used to �nd out the hidden correlations behind the data, while the correlation study applicable to college students’
physical �tness indicators is proposed and practiced, and the potential hidden relationships between the indicator data are found.
�e analysis results are further veri�ed by the improved AP algorithm, FP algorithm, which provides important opinions for
college physical education curriculum reform and youth physical culture development.�en, the Shi-Tomasi algorithm is used for
feature point tracking and the support vector machine approach for human motion posture recognition. Considering that the
collected action data contain a large amount of stationary action data, a threshold-based action segmentation algorithm is
designed to extract useful action segments; after extracting the action segments, common action features are extracted from both
statistical features, such as mean, variance, skewness, kurtosis, and physical features, such as acceleration and plantar pressure, to
give a speci�c description of human daily actions. �us, the fatigue of di�erent postures is judged according to their number of
occurrences and a preliminary assessment result is obtained. �en, the surface EMG data collected by the sensors are pre-
processed to reduce noise, and the surface EMG signals are fused at the feature level based on the wavelet change algorithm, and
the feature vectors are trained with BP neural networks to evaluate the fatigue of human muscle movements and obtain a
preliminary evaluation result. Finally, by studying the application of information fusion technology at the decision level, the
assessment results of the comprehensive human movement analysis are obtained using D-S evidence theory. In addition, a web
platform is built on this basis to display and manage human exercise data and assessment results, and to facilitate the storage and
query of historical exercise records.

1. Introduction

Data mining and machine learning are branches of arti�cial
intelligence research and application, and classi�cation al-
gorithms are one of the important directions of research in
these two �elds and have an important position in practical
applications such as prediction, decision-making, image
recognition and processing, communication, and intelligent
speech recognition [1]. Classi�cation algorithms simulate the
human ability to distinguish matters through computer
programs and classify data into di�erent results based on the
characteristic attributes of the data, which can be divided into
dichotomous and multiclassi�cation problems according to

the number of classi�cation target labels [2]. �e continuous
development and advancement of classi�cation algorithms
have a crucial position in the era of arti�cial intelligence and
the era of Internet big data. Due to the highly open nature of
modern sports systems, this change in the way decisions are
made in the information society also profoundly a�ects the
decision-making process in the �eld of sports. How to �nd
suitable decision support tools to grasp the essence of the
problem and make reasonable and correct decisions in the
vastness of sports information is an issue that is being closely
followed from macro decision-makers to coaches at all levels
[3]. In addition to the introduction of various methods such
as comprehensive evaluation and matrix decision-making,
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sports researchers have been making unremitting efforts to
develop modern decision support systems for sports appli-
cations based on the theoretical basis of computer science
and the characteristics of sports itself.

It is also common for students to approach the physical
test in the form of a test. )e reason for this phenomenon is
that, on the one hand, schools spend a lot of time each year to
conduct physical test data, which are only saved in the
computer as a resource, and the test results are seldom fed
back to students. So, most students cannot correctly judge
their physical health; on the other hand, because the physical
test data are huge and complicated, it is difficult for teachers
to make research and judgment, and it is even more difficult
to give reasonable suggestions for individual students
through reports [4]. It is also difficult for students to follow
up and give feedback after training based on the test results.
)e main shortcomings of these tools are the high work
intensity of manual input, the complexity and inefficiency of
form stacking, the weak analytical ability, and the poor
readability of data. For administrators and teachers, it not
only increases the daily workload but also makes it difficult
to process and analyze data [5]. For students, it is impossible
to get real-time and effective feedback from daily teaching
activities and physical fitness tests. )e analysis methods
used by the above tools remain on top of simple variance,
mean, and reliability calculations, resulting in conclusions
obtained from the analysis staying on the surface and failing
to bring the full value of a large amount of data into play. But
what administrators, teachers, and students care about is the
hidden information that is not so easy to find.

Data mining was created in response to cloud com-
puting, and the analysis of indicators can help to improve
students’ physical fitness scientifically by further improving
our ability to access data through the comparison of big data
and the specific study of certain indicators that people can
use in their daily academic life. Data mining technology is
further developing at a rapid pace worldwide [6]. As a pi-
oneer in the field of data mining, First Capital Financial
Group has combined the knowledge related to data mining
with the traditional banking industry to further promote the
traditional business of the group’s bank and to a certain
extent subvert traditional banking industry. )ere are still
many uncharted areas of data mining that need to be ex-
plored and discovered to further promote the way of
working of people’s production life in the new era and to
provide people’s life more convenience.

1.1. RelatedWorks. Data mining techniques can be divided
into two categories, namely, descriptive data mining and
predictive data mining. Descriptive data mining usually
describes the data in an aggregated manner, which provides
one with the general nature of the data, i.e., deriving
patterns that can be aggregated for potential connections in
the data. Predictive data mining usually involves building a
model or a set of models to produce predictions about the
data, i.e., predicting the value of a particular attribute given
the values of other attributes [7]. With the improvement of
collection management systems, collection of management

data has reached a provincial level of concentration, so
there is a database to monitor the collection management
process. )e goal of further emancipating the mind and
implementing scientific, fine, and professional manage-
ment requirements is to comprehensively track and control
tax sources through a series of legal means, analyze and
predict the development and change trends of tax sources,
strengthen the collection and management of tax sources,
and effectively prevent tax loss in a series of tax manage-
ment activities [8]. Using data mining technology, a law
enforcement behavior monitoring system is established to
monitor the law enforcement behavior of tax authorities,
the management process, and the suspicious points of tax
law enforcement, so as to realize premonitoring and
standardize law enforcement behavior after events. Its
essence is to extract and filter data features, and summarize
them according to the distribution characteristics of the
data itself, not based on the experience of experts. More-
over, the membership function of the axiomatic fuzzy set is
also determined according to the semantics contained in
the fuzzy concept, and does not require any prior
information.

Researchers in various fields have studied the application
of information fusion technology in various scenarios, ob-
tained many research results, and concluded on effective
engineering implementation methods.)e United States has
been the world leader in the research of this technology.
Awaysheh A has studied the hidden value of social media
information by visualizing and analyzing big data, and
Lindsey has proposed a way to predict students’ knowledge
of the skills necessary for their majors by mining infor-
mation about their academic performance to compensate for
their bias in the learning process [9]. Krtalić and Bajić
propose a way to predict students’ knowledge of the nec-
essary skills in their majors to remedy the problem of bias in
the learning process. Based on student achievement data,
Hongyan Jiang adopted the decision tree ID3 algorithm and
association rules Apriori algorithm for data mining analysis
[10]. )e ID3 algorithm was used to analyze what factors are
related to students’ good grades, and the Apriori algorithm
was used to find out the influence of good grades in one
course on other courses. )e coach of the famous American
national basketball team, the NBA, used the data mining
technology provided by IBM to decide to replace players on
the spot, which was once a good story in the database world
[11]. In this way, people’s application of data, from the low-
level end of the query operation, provides favorable decision
support for business decision-makers at all levels. Based on
the Hadoop big data platform, Omair et al. mine the in-
formation of informational campus applications and rec-
ommends campus information for the corresponding
characteristics of learning [12]. Based on the physical fitness
test data of the universities, Yung et al. use the FP-Growth
algorithm to study the student physical fitness test data from
a deeper perspective. It is also important to point out that all
discovered knowledge is relative, has specific prerequisites
and constraints, is domain-oriented, and at the same time
should be easily understood by users, preferably by
expressing the discovery results in natural language [13].
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)erefore, the results of data mining and knowledge dis-
covery (DMKD) research are very pragmatic. )e third split
point selects the maximum value among the attributes. Its
semantics can be roughly expressed as “big, medium, small.”
After generating a simple concept, the weights of all samples
need to be initialized, and the initial weights of all samples
are all the same.

For sports training, which itself is a very skilful sports
competition, the quantitative analysis of training methods
and training competitions is very complicated. In daily
sports training, a large amount of raw data such as basic
information of athletes, performance information, training
plan information, competition information, etc., are accu-
mulated [14]. How to make better use of these data re-
sources, discover the potential correlations and rules implied
in them, provide a practical basis to improve the training
level of China’s sports training for the decision-making of
leaders and coaches of various departments are urgent
problems for China’s sports teams to solve at present. )e
successful application of data mining technology in sports
training decision support systems will surely provide a
successful answer for the solution of this problem.

1.2. Sports Training Data Mining Algorithm Design. Data
mining is essentially a knowledge discovery process that is
largely based on statistics, artificial intelligence, machine
learning, and other techniques that highly automate the
process of analyzing data, generalizing inferences, and
extracting potential models from it. It also analyzes and
predicts future scenarios, helping managers and decision-
makers to assess risks and make the right decisions [15].
After distinguishing the sample subsets, the stability is
evaluated according to the size of the information gain value:
if the information gain value is low, the instability is large; if
the information gain value is high, the instability is small. At
the same time, knowledge mining of data includes a range of
methods aimed at finding useful but undiscovered templates
from the data set. For the sake of accuracy, extracting po-
tentially useful and unknown information, models, and
trends from large amounts of data is one level of a deeper
analysis of the data. )e source data may be structured, such
as data in a relational database, or semi-structured, such as
text, graphical, and graphic data, or even various data
published on the Web.

)e methods can be mathematical or nonmathematical,
deductive, or inductively obtained. )e discovered knowl-
edge can be used for informationmanagement, optimization
queries, decision support, and process management, as well
as for the data itself that support the application. )us,
knowledge analysis techniques for data are an interdisci-
plinary subject, which helps to enable knowledge to be
derived from data by providing management and decision
support using data provided by low-level simple queries.
)erefore, there is a need for researchers in different fields,
especially scientists and engineers in the field of database
technology, artificial intelligence technology, mathematical
statistics, which is a new area of research in knowledge
analytics.

A decision tree is a machine learning algorithm that
follows a partitioning strategy. For classification problems, if
we need to decide which category a sample belongs to,
instead of arriving at a classification result in one step, we
divide it into a series of sub-decisions so that a tree-struc-
tured classification and the prediction model is generated,
where each internal node represents a test of an attribute,
each branch represents the result of the test, and each leaf
node has a category label.)emeaning of entropy in the field
of data mining is a quantification of the degree of ran-
domness and uncertainty of the information contained in
the current sample. )e higher the entropy, the greater the
randomness of that information and the more difficult it is to
conclude from that information.

H(x) � 

ni

i�1
p(x)linp xi( . (1)

Information gain can be understood as a measure of the
magnitude of the change in the randomness of information
or data after a change in a condition, which can be con-
sidered as the difference between the entropy of the parent
node and the weighted average entropy of the children.

IG(S, A) � H(S) −
H(A) + H(S)

H(S, A)
. (2)

If a sample is randomly classified according to the
distribution of classification labels in the data set, Gini
impurity is a measure of the likelihood of misclassifying a
new sample of a random variable. Use the combination of
DW+OLAP+DM to build a decision support system. Make
full use of the advantages of the three to improve the
auxiliary decision-making ability. Based on the above sit-
uation, the structure of the sports training decision support
system is shown in Figure 1. )e system is supported and
managed through metadata.

Gini(E) � 1 + 
j�1

p
2
i × 

c

j�1
p
2
c . (3)

)e information gain is the difference between the in-
formation entropy of the current node and the conditional
entropy of the divided sub-nodes, which indicates the degree
of information uncertainty reduction. If the information
gain of an attribute is larger, it means that using this attribute
to classify the samples can better reduce the uncertainty of
the divided samples, and of course, choosing this attribute
can accomplish our classification goal faster and better. After
obtaining the information gain of each attribute, the in-
formation gain rate is obtained by dividing the intrinsic
information with the information gain. )e one with the
highest information gain rate is selected as the splitting
attribute to divide the sub-nodes.

Post-pruning is the process of pruning after the decision
tree has been constructed. In the pruning process, some sub-
trees are removed and replaced by leaf nodes, and the
category identified by this leaf node is identified by the
category to which most of the training samples in this sub-
tree belong.)e pruning process can also reduce the tree size
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bymerging some similar nodes, selecting two child nodes for
merging, and calculating the information gain for the new
node; if the change in information gain is within an ac-
ceptable range, the merge is effective, and the node label after
the merge is determined by the category with the largest
proportion of all samples in the original two nodes. Post-
pruning is currently the most common pruning processing
method, as shown in Figure 2.

In the decision tree algorithm, the information entropy
of a node is used to describe the chaotic degree of sample
distribution among nodes, and the information gain is used
to measure the change of information chaos relative to the
child nodes after dividing the child nodes from the current
node, and the larger the change, the more obvious it is to
divide the data based on this attribute. )e information gain
rate is used to reduce the loss.

In the ABAFS decision tree, let the node being con-
structed be N, the training samples be X, the total number of
samples contained in node N be denoted EN, the degree of
samples containing classm be denoted E Lie, and the sample
weights be set to W � w1, w2, . . . , wN .

E
N

� E
N
M − 

|x|

i�1
wjκu

δ
ε . (4)

After combining axiomatic fuzzy sets and decision trees,
discrete or continuous attributes can be fuzzified by gen-
erating simple concepts, the essence of which is to extract

and filter data features and generalize them according to the
distribution characteristics of the data itself, not based on the
experience of experts to build. Moreover, the affiliation
function of the axiomatic fuzzy set is also determined based
on the semantics contained in the fuzzy concept and does
not require any a priori information. In general, three
partition points are selected on the data set, the first partition
point selects the minimum value of the current attribute, the
second partition point selects the value after averaging all the
data, and the third partition point selects the maximum
value of the attribute.

)e semantics can be roughly expressed as “large, me-
dium, small.” After generating the simple concept, the
weights of all samples need to be initialized, and the initial
weights of all samples are the same, as follows:

ϖki �
1
N

, i � 1, 2 . . . N. (5)

All samples of data that form equivalence classes are
indistinguishable, i.e., they are equivalent concerning the
attributes describing the data. Given real-world data, there
are usually classes that cannot be distinguished by the
available attributes. Rough sets can be used to approximate
or “roughly” define such classes.)e definition of a rough set
for a given class C is approximated by two sets: the lower
approximation of C and the upper approximation of C. )e
lower approximation of C consists of several such data
samples that, based on knowledge of the attributes, are
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Figure 1: Structure of sports training decision support system.
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unquestionably part of C. )e upper approximation of C
consists of all such samples that, based on knowledge of the
attributes, cannot be considered not part of C. )e lower
approximation of C consists of several such samples that,
based on knowledge of the attributes, are unquestionably
part of C.

)e ID3 algorithm uses the information gain of an at-
tribute as the node selection criterion and considers the at-
tribute with high information gain as a good attribute. By
calculating the information gain of each attribute, the attribute
with the highest information gain is selected as the division
criterion for each division, and the process is repeated several
times until a decision tree with perfectly classified training
samples is generated. In the actual operation, the test attribute
is determined by the attribute with the highest information
gain, and the different test attributes can distinguish several
different subsets of samples [16]. After distinguishing the
subsets of samples, their stability is evaluated based on the
magnitude of the information gain value: if the information
gain value is low, the instability is large; if the information gain
value is high, the instability is small.

Both the ID3 and C4.5 algorithms use the concept of
information first, and the C4.5 algorithm uses the infor-
mation gain rate instead of information gain as a criterion to
determine the test attributes. )e branch nodes generated in
this way are generated by different attributes, and each
branch represents a subset of the samples divided.

)e decision tree algorithm can be used to obtain a de-
cision tree with less instability through a partitioning tech-
nique. Let there be s samples of data in the set S, while having
different values of the category attributes S: C(i � 1, 2, . . . , n),
and then assume that the number of samples in class C is Sj,
for which the total information of the sample is

I S1, S2, . . . , Sn(  � a + m loga pi( . (6)

Association rules are usually used to find frequent
patterns and association rules that exist between things or
objects with associated data and transaction data. )e most
typical example is the application of association rules in the
famous shopping basket analysis. Supermarkets generate
many consumption records every day, and association rules
can dig out the hidden rules between each order and each
product from these consumption records, and analyze these
rules to get certain consumer consumption habits, to help
supermarkets better develop corresponding marketing
strategies, as shown in Figure 3.

In the scale decomposition of different levels, the
wavelet decomposition coefficient with a larger absolute
value has a larger energy value, which has a greater impact
on the reconstruction of the signal. )erefore, the maxi-
mum value of the absolute value of the wavelet coefficient at
each level is taken as the characteristic parameter, so as to
obtain a 16-dimensional Feature vector. Frequent itemset
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mining is the basis for many important data mining tasks
such as association rules, correlation analysis, causality,
sequential itemsets, local periodicity, and mapping seg-
ments. Apriori algorithm and FP-Tree algorithm are both
association rule algorithms in data mining that deal with
the simplest single-level, single-dimensional Boolean as-
sociation rules. Data items are found by constructing
datasets to find frequent itemsets. )rough the discussion,
it can be known that the above algorithms can be used to
determine whether there is an association between data
indicators; Apriori algorithm and FP-Growth algorithm
can do the aggregation of data, and further optimize the
algorithm by FP-Tree algorithm to reduce the redundant
filtering of data; the combination of the two has the ra-
tionality to ensure that the model is feasible and improve
the reliable analysis for the validation of the analysis results
[17]. )e combination of the two is reasonable and ensures
the feasibility of the model, and improves the reliability of
the analysis for the verification of the analysis results.

)e interaction between the data layer and the data
service layer is the data source. )e data layer architecture
has three layers in a comprehensive view.)e bottom layer is
the data source, the data source is the tax data of each
province and of the Internet, and various data sources need
to be used in the data demand handled by the data service
group. Next is the data storage service layer.)e data storage
can be divided into offline data storage and real-time data
storage. Real-time data are generally used by building a real-
time monitoring platform, while the data stored in offline
data storage is the data source commonly used by the data
service group.

1.3. Optimization Analysis of Sports Training Decision
Support System Design. After the data acquisition system is
established, to recognize the human body’s daily behavior, it
is necessary to collect data on the human body’s movements

in various daily situations. )is paper introduces how to
collect the data and the corresponding preprocessing pro-
cess. Before data acquisition, the type of action to be cap-
tured is defined. After determining the action to be captured,
the data are collected based on the action type, the acqui-
sition environment, the location of the sensor, etc., to
provide the data basis for subsequent action classification
and recognition. After the data acquisition is completed, the
original data need to be filtered, through wild point rejec-
tion, data segmentation, and other operations for subse-
quent action classification and recognition. It can be seen by
observation that the error value continues to decrease with
multiple trainings, and the mean square error reaches the
target value when the iteration reaches 262 times.

In the actual data acquisition process, the information
collected by the motion acquisition system will inevitably be
mixed with noise due to the influence of the external en-
vironment and the state of the sensor itself. Moreover, not all
signals are useful for the result in the process of signal
propagation. )e signal may be mixed with other noises or
distorted by the environment in each process of generation,
transformation, and transmission. Noise or aberrations
mixed into the signal can interfere with the subsequent
processing of the data and affect the final recognition result.
)erefore, the original signal must be processed to reduce
the effect of noise or distortion.

Figure 4 shows the change curve of the linear acceler-
ation of one of the axes when the volunteer is performing the
upward movement. In the beginning, the linear acceleration
is stationary for a while, so the value of linear acceleration is
around 0 at this time, and then when the upward movement
starts, the acceleration value starts to change above and
below the value of 0, corresponding to the change of ac-
celeration and deceleration, and finally, at the stop, the
acceleration value is fixed at the value of 0 again. It is obvious
from the curve that it contains noise. )e noise is mainly
reflected in the following aspects. One is the noise inherent

null

A B C D E

AB AC AD AE BC BD BE CD CE DE

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE

frequent itemsets

infrequent itemsets

Frequent Itemset
Boundaries
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in the inertial sensor itself, the second is the noise randomly
generated by the device itself, and the third is the noise
generated by jitter. As described in the previous section, the
human action frequency is less than 20Hz, for low fre-
quency. High-frequency signals can be considered as noise.
And, random noise has always existed. Since the object of
our study is human action information, the remaining two
types of signals can be considered as noise signals.

)rough analysis, we know that this information is not
independent and irrelevant, so this paper uses its internal
connection to design a reasonable table structure, so as to
make the database use the most reasonable data and not
produce data redundancy. )ere are many common
smoothing filtering methods, and the common one is the
moving average filtering method. )e moving average
method is essentially a low-pass filter that exactly meets our
requirements for suppressing high-frequency signals. )e
moving average method uses the average of N consecutive
sampling points to replace the current sampling value, which
can effectively suppress random interference signals. Sup-
pose a sensor acquires a sequence of actions as

x � x1, x2, . . . xn( . (7)

DW is a data organization and storage technology for
decision-making that emerged from the development of
database technology. DW consists of basic data, historical
data, comprehensive data, and metadata, and can provide
comprehensive analysis, time trend analysis, and other
decision-making information. OLPA is a technology for
analyzing multi-dimensional data. Since a large amount of
data is concentrated in a multidimensional space, OLPA
technology provides analytical data from multiple per-
spectives analysis paths to ascertain what users need to assist
in decision-making. DM mines and analyzes data in a da-
tabase or DW using a series of methods to identify and
extract implicit and potentially useful information from it,
and uses these techniques to assist in decision-making.
According to the number of occurrences of the walking state
in the whole exercise process, a probability value of exercise

fatigue can be given, which can better reflect the fatigue state
of the athlete, so as to obtain the initial result of exercise
evaluation.

DW is the basis and OLPA and DM are two different
analytical tools. Based on the characteristics of sports
training itself, a combination of all three is used to build a
decision support system. )e advantages of the three are
fully utilized to improve the decision support capability.
Based on the above, the structure of the decision support
system for sports training is shown in Figure 1, which
supports and manages the system through metadata.

)is system proposes to build the decision support
system based on data warehouse and data mining, which can
make up for the lack of data organization and data in-
consistency problems in DSS, and give full play to the
characteristics of subject oriented data warehouse suitable
for analysis. )e data warehouse extracts, purifies, and
transforms internal and external data sources, regroups data
into a global-oriented data view, provides the basis for data
storage and organization in DSS, and solves the previous
data inconsistency problem. )rough the information
mining of students’ academic performance, Lindsey pro-
poses a kind of necessary skills and knowledge to predict
students’ majors, which can make up for the partial prob-
lems of students in the learning process. Data mining and
online analytical processing (OLPA) play a key role in the
complete solution of the whole DSS. OLPA provides an
analysis-oriented multidimensional data model from inte-
grated data in the data warehouse and uses multidimen-
sional analysis methods to analyze and compare
multidimensional data from multiple perspectives, sides,
and levels, enabling users to analyze data more naturally.
DM takes large amounts of data in data warehouses and
multidimensional databases [18]. As shown in Figure 1, the
DSS architecture based on data warehousing and data
mining automatically discovers potential patterns in the data
and makes predictions based on these patterns. )e
knowledge found in data mining can be used directly to
guide the analytical processing of online analytical pro-
cessing (OLPA), and new knowledge derived from data
mining and online analytical processing can be immediately
added to the system’s knowledge base.

Make better use of these data resources and discover the
potential associations and rules hidden in them so as to
provide practical and feasible basis for improving the
training level of sports training in our country for the de-
cision making of leaders of various departments and
coaches. )e architecture of the sports training decision
support system is shown in Figure 5. Firstly, the current data
and historical database data of each MIS system such as
sports athletes’ information management system, sports
training plan, quality monitoring system, sports athletes’
selection system, and some other data are extracted, purified,
converted, and loaded into the data warehouse.)en, several
data marts such as scientific research department, center
management department and coaching department are
divided according to several big functional departments.

)e system has good scalability, as the application server,
database server, software functions, etc., can be smoothly
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expanded. )e decision support system adopts an advanced
C/S structure model to ensure the easy expandability of
application servers and clients; the multi-node configuration
ensures that the database system is easy to expand; the whole
software system has good scalability and flexibility. )e
construction of a model library is necessary for the fencing
training system because the basis of superb fencing athlete
training methods is the predictive method, and it is nec-
essary to establish and apply targeted predictive models:
individual routine models of good athletes, teaching training
models, training load models, physical fitness training levels,
and competition ability models. In addition to the above
models, there are also time-sensitive evaluation models:
physical fitness evaluation models for all levels of athletes,
competitive ability evaluation models, and other models
dedicated to fencing training monitoring. It can also analyze
and predict future conditions, helping managers and deci-
sion-makers assess risks and make the right decisions.

1.4. Data Mining Algorithm Performance Results Analysis.
In this paper, we will use multi-scale wavelet decomposition
to feature extraction of surface EMG signals, taking 4-
channel surface EMG signals as input and performing 4
levels of scale decomposition using wavelet transform. In the
different levels of scale decomposition, the wavelet de-
composition coefficients with larger absolute values have
larger energy values and have a greater impact on the re-
construction of the signal, so the maximum value of the
absolute value of the wavelet coefficients at each level is taken

as the feature parameter to obtain the 16-dimensional
feature vector [19].

And, it is observed that the data of sensor11 and sensor15
are not intercepted because their surface EMG signals are
continuously transformed within one second and there is no
redundant data. In this paper, the energy values of several
groups of data were calculated, and the energy average of
several groups of data was used as the threshold value for
interception. When the energy value of the data does not
exceed the threshold value of fatigue or nonfatigued state
during exercise in Figure 6, this set of data is removed; when
the threshold value is met, it is retained and used as the data
set. After the signal is intercepted according to the energy
value, accurate data of fatigue and nonfatigued states can be
obtained. Figure 6 shows the average energy magnitude of the
data collected by the sensor in 1 s for each state. If the in-
formation gain of an attribute is larger, it means that using
this attribute for sample division can better reduce the un-
certainty of the divided samples. Of course, selecting this
attribute can complete our classification goal faster and better.

)e error convergence curves after putting the data
samples in different states into the model for training are
shown in the figure below. By observation, the error value
decreases with several training iterations, and the mean
square difference reaches the target value when it reaches
262 iterations [20]. )e output result of “fatigue” or “non-
fatigue” obtained by the BP neural network is the initial
evaluation result of the sensor data. After completing the BP
neural network training, the two-dimensional feature vector
obtained by inputting the test data is the discriminant value

Subsystem 
database2

Subsystem 
database3

Subsystem 
database4

Subsystem 
database5

Subsystem 
database6

Subsystem 
database7

Subsystem 
databaseN

Subsystem 
database1

Data warehouse + Data lake

Data acquisition 
and cleaning

Relational data + Algorithm model

information gathering
and processing

Visualize data

Show 
Analysis

Govern, 
Refine, 
Obtain

Data 
hotspot
display

OLAP DM OLAP DM

Dataset 1 dataset N

Data 
visualization

Data science

Data integration

Data 
warehouse

Business group

Analysis group

Data set

Figure 5: System structure of sports training decision support system.

8 Scientific Programming



for the classification of the test data as “fatigue” or “non-
fatigue.” For subsequent decision-level information fusion
of the image and sensor data using D-S evidence theory, the
results in the neural network need to be taken out to obtain
the probability value of the corresponding classification, as
shown in Figure 7.

)e solid line shows the classification effect when the
decision tree algorithm is applied to the training set, the
dashed line shows the classification effect of the decision tree
on the test set, and the horizontal axis is the number of
nodes. From the figure, as the nodes of the tree gradually
increase, the recognition rate becomes higher and higher on
the training set, and the recognition on the test set increases
first and then decreases. )erefore, the performance of the
decision tree on the test set is related to the size of the tree,
and more nodes of the tree are not good. When there are too
many nodes in the tree, the performance is very good in the
training set, but poor in the test set. To get the decision tree
with strong generalization ability, the decision tree is often
generated into a larger tree, and then pruned to get the
decision tree with stronger generalization ability.

Pre-pruning is a pre-set threshold value that is pruned
while the decision tree model is being built. )e basic idea is
to set a threshold value when determining whether a node
needs to be generated downward, and stop the downward
growth if the value of information gain is less than this
threshold value, to limit the number of tree nodes generated.
However, this method is less used in practice because the
selection of the threshold value is very difficult. Post-pruning
is the pruning of subtrees after the decision tree model is
constructed.)e basic idea is to start from the bottom up, i.e.,
from the leaf node of the tree. If the smallest subtree in which
the node is located is merged and the loss function is smaller
than the loss function before merging, the parent node
corresponding to the node is set as the new leaf node, and the
kind of this node is identified by the one with the largest
number of samples of a certain category in that subtree.

1.5. Analysis of the Optimization Results of the Sports Training
Decision Support System. )e main data involved in the

intelligent motion evaluation system include basic user
information data, general motion recording data, elec-
tromyographic data, sensor data as well as evaluation result
data, and account management data. To manage the in-
formation efficiently and quickly, the above data need to be
stored in a database for unified management and resource
recall [21]. It is clear from the analysis that this information
is not independent and unrelated, so in this paper, we need
to design a reasonable table structure using their intrinsic
connections so that the database can be utilized most
reasonably without creating data redundancy. For example,
the assessment result in the assessment information
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corresponds to its movement record, and the assessment
result data are relatively simple and should be placed in the
same table with the movement information data. )e
sample weights are set to. W � w1, w2, . . . , wN .

)is paper finalizes the implementation of the whole
data platform by analyzing the requirements of the overall
intelligent motion evaluation system, selecting the technical
solution, building the front-end React framework, estab-
lishing the server-side Django framework, and designing the
MySQL data, as shown in Figure 8.

In this paper, we analyze the characteristics of surface
EMG signals to select suitable acquisition devices and
conduct experiments designed by ourselves to acquire rel-
evant sensor data and video image data. In this paper, more
than 6000 sets of video and sensor data are acquired through
several iterations of experiments, which provide reliable
support for the subsequent algorithm analysis. We also
compare and analyze the advantages and disadvantages of
various foreground extraction methods, based on which we
propose an optimized hybrid Gaussian background model
algorithm to complete the foreground extraction of video
images, which makes the foreground extraction results more
accurate. )en, after feature extraction and classification
training, the recognition of walking and running postures
can be realized more accurately. Finally, a probability value
of sports fatigue is given according to the number of times
the walking state occurs in the whole sports process, which

can better reflect the fatigue state of the sports personnel and
thus derive the initial results of sports evaluation, as shown
in Figure 9.

Using association rule mining algorithm in the sports
training monitoring system module, based on the athletes’
daily training data input, the common attribute sets of
athletes with common result characteristics can be identified
for coaches to analyze the causes of result characteristics to
adjust training strategies and competition strategies, pro-
viding a reliable decision basis for coaches to develop
training plans. )is window shows the association between
training programs. From the above results, in the training
process of players, free pace exercise and electric fencing
practical exercise can be grouped into one comprehensive
training, while special exercise and winding exercise can be
grouped into one comprehensive training, and this result is
outputted through the human-computer interaction system
to provide coaches with an auxiliary decision for the de-
velopment of a training plan.

2. Conclusion

)e theories related to datamining are introduced, including
decision tree and association rule algorithms among data
mining algorithms, and the decision tree C4.5 algorithm and
association rule, Apriori algorithm is selected to mine the
information of physical fitness data, respectively. On this
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basis, a specific approach and method of fencing sports
training decision support system are proposed. )at is, data
mining is performed based on establishing a data warehouse.
)e specific design and development of the system are
analyzed in terms of the packaging process development
method in conjunction with the development tool SQL
Server 2000. )e practice shows that the package process
development method can effectively achieve module reuse
and facilitate system expansion and maintenance, which is a
good system design and development method. It provides a
data-sharing platform for sports science and technology
workers; the second is the popularity of mining tools, and a
user interface that can be operated without relevant ex-
pertise. )irdly, they are broadly interdisciplinary through
cross-integration with other technologies, such as data
mining techniques and various sports system simulations.
With the continuous development and growth of data
mining technology and in-depth research of sports scientists
and technicians, both theoretical research of sports data
mining and practical research and development of data
mining tools can bring more convenience and considerable
benefits to sports management decision-making and sci-
entific research. )erefore, only by successfully solving the
above problems, data mining technology can play a greater
role in the development of sports science, and thus have a
broader development prospect in the field of sports.
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