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Improved SVM algorithm improves the efficiency of College English teaching effect evaluation and meets the requirements of
College English teaching evaluation. Based on the relevant theories, this paper constructs the evaluation index system with
teachers and students as the main body and takes the questionnaire survey results as the input samples of the LSSVM algorithm.
Compared with the evaluation accuracy of an optimized BP neural network and the category weighted gray target decision-
makingmethod, the results show that the evaluation accuracy of optimized LSSVM algorithm is 96.26%. Taking SITas an example,
this paper uses the optimized LSSVM algorithm to evaluate its teaching effect and obtains that teachers’ literature and teaching
contents are important factors to improve the effect of English teaching. -erefore, this paper introduces the intelligent voice
system to optimize the English teaching design of SIT. -e teaching design is optimized from the dimensions of teaching
objectives, learning situation, teaching content, teaching media and curriculum materials, and teaching procedures.

1. Introduction

Teaching effect evaluation has become a hot issue in the field
of education at home and abroad. Teaching effect is the core
of school survival and development. Teaching evaluation is a
very important and indispensable part of the teaching
process and an important means to test the teaching effect.
Traditional teaching evaluation methods only focus on
students’ learning effect, which is not conducive to the re-
form of English teaching methods and contents.

English teaching effect evaluation refers to the evaluation
of teachers’ teaching effect from the aspects of teaching
content, subject organization, teaching achievement, and
learning interest. -rough the evaluation, the direction of
curriculum optimization can be put forward. Eleni et al.
(2012) believe that teaching motivation and teaching sat-
isfaction are the main factors of curriculum teaching effect
and put forward effective evaluation methods for teaching
motivation, such as the experimental method, questionnaire
method, and text analysis method [1]. -e traditional
questionnaire survey and observation evaluation cannot
objectively evaluate the classroom quality for a long time and

cannot obtain clear evaluation results. In this case, Li et al.
(2019) propose an intelligent school teacher quality evalu-
ation platform. By considering the sensor information, flow
information, and power information of mobile devices in the
teaching process, the teacher quality evaluation score is
given through the neural network training classification
model [2]. Nalla (2019) proposes an evidence-based teaching
strategy evaluation framework [3]. Leong et al. (2012) dis-
cuss the method of analyzing text mining of short message
service (SMS) in teaching evaluation, and analyze and
classify the information [4]. Ahmad (2018) analyzes how to
the improve students’ response rate to teaching curriculum
evaluation through the survey results. -e survey results
show that the effective communication of teachers can ef-
fectively improve students’ participation in the evaluation of
teaching curriculum quality [5]. Cadez et al. (2017) analyze
the relationship between learning style and academic
achievement of accounting students through teacher eval-
uation [6]. Bi (2018) studies the teaching evaluation grade
and uses the evaluation based on statistical process control
theory and standard deviation diagram to evaluate the
school teaching grade [7].
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In the selection of evaluation methods, the emotion
classification model is widely used. Mullen and Collier
(2004) first analyze the syntax between texts and then further
analyze the emotion of the text based on the SVM algorithm
[8]. Moraes et al. (2013) integrate the machine learning
algorithm and deep learning technology into teaching effect
evaluation, compare the classification effect of the support
vector machine algorithm with that of the artificial neural
network algorithm, and prove that the classification effect of
ANN is equivalent to that of SVM [9]. Besides, Fuzzy
mathematics theory, analytic hierarchy process, and BP
neural network are also commonly used in the evaluation of
CETE. Kennedy and Eberhart (1997) proposed an evolu-
tionary algorithm to solve discrete problems based on the
study of bird foraging behavior. Compared with the genetic
algorithm, it has faster convergence speed in solving mul-
tiuser detection problems [10].

Sun (2020) et al. have developed an online English
teaching assistant system, which uses the decision tree
algorithm and a neural network to generate an English
teaching evaluation model based on decision tree tech-
nology and studies the potential relationship between the
evaluation results and various factors [11]. However, op-
timizing the evaluation model of college teaching quality
based on the BP neural network will ignore the factors of
teaching quality, resulting in the low accuracy of CETE
evaluation. Krohling and de Souza (2012) define the pos-
itive and negative target distance from each scheme to the
positive and negative ideal scheme, and sort the schemes
according to the comprehensive target distance of each
scheme [12]. -e teaching evaluation method based on
category weighted gray target decision making has low
evaluation efficiency due to the complex calculation pro-
cess. In the application of the intelligent system to cur-
riculum teaching, the student model of the intelligent
teaching system based on the Bayesian network established
by Lan (2020) can not only objectively evaluate students’
cognitive ability but also infer students’ next learning be-
havior [13]. Myers (2021) uses the intelligent teaching
system to automatically detect students’ emotional state
and guide students into a positive learning state [14].
Ramadan and Vasilakos (2017) collected shallow brain
activity signals, extracted specific brain waves according to
specific frequencies, and evaluated students’ attention,
emotion, and cognitive load [15].

-e existing CETE research mainly focuses on the se-
lection of the evaluation model and the improvement of
model accuracy, and there is less research on practical ap-
plication and optimization means. -is paper not only
optimizes the evaluation model but also innovatively in-
troduces information technology means such as the intel-
ligent voice system to improve the level of College English
teaching. Based on the past research, this paper finds that
mathematical algorithms are widely used in the evaluation of
CETE, but most of them only use one method, and the
optimization of the algorithm needs to be further improved.
In this paper, the SVM algorithm is used as the evaluation
method of CETE, and the PSO algorithm is used to optimize
the SVM algorithm.

-is paper constructs the evaluation index system from
the perspectives of teachers and students and fully considers
students’ interests and teachers’ feelings. By comparative
analysis, the algorithm with the highest accuracy is selected
as the evaluation method of this paper, and the selected
evaluation method is applied to practice to obtain the most
important influencing factors. -e intelligent voice system is
introduced to optimize College English teaching curriculum
design, the improvement of teaching evaluation quality is
fully considered, and curriculum design optimization is
carried out while improving students’ English learning
achievements and considering students’ interests and
learning needs. In the evaluation process of this paper, the
effect of College English teaching is divided into four levels:
excellent, good, pass, and fail, and the optimized algorithm is
used for empirical research. Firstly, this paper selects the
Shanghai Institute of Technology for a case study to evaluate
its College English teaching effect. Secondly, according to the
evaluation results of each index and the overall evaluation
results, the most important index in the process of curric-
ulum optimization design is obtained. Finally, the intelligent
speech system is introduced to formulate the optimization
scheme and suggestions of College English teaching cur-
riculum design.

2. Evaluation Model of College English
Teaching Effect

2.1.Evaluation IndexSystemofCollegeEnglishTeachingEffect.
-ere are many theories for the evaluation system of College
English teaching effect. Teachers and students are the two
main bodies of the classroom, and they participate in the
whole process of teaching. -erefore, starting from these two
subjects, CETE can be evaluated more comprehensively.
According to the relevant theories, an evaluation index
systemwith teachers and students as the theme is constructed,
as shown in Figure 1. -e evaluation index system con-
structed in this paper can evaluate the teaching effect more
comprehensively from the main perspective of students and
teachers and from the different perspectives of participants in
teaching activities. From the perspective of students, the
evaluation index mainly comes from their feelings in class.
-erefore, the evaluation indicators from the perspective of
students mainly include course content, class atmosphere,
teaching order, teaching skills, sense of responsibility, and
interest. From the perspective of teachers, the evaluation
indicators mainly come from the actual teaching effect and
the number of courses. -erefore, the evaluation indicators
from the perspective of teachers mainly include students’
performance, correcting homework, the number of classes
dismissed in advance, the number of classes transferred, and
the number of classes suspended. -e interpretation and
definition of indicators are shown in Table 1.

Teachers’ sense of responsibility and English achieve-
ment are important indicators to evaluate the effect of
College English teaching. -e evaluation index data of
College English teaching effect are used as the input sample
of the least squares support vector machine to realize the
evaluation of College English teaching effect.
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2.2. Evaluation Principle of LSSVM. -is paper uses the least
squares support vector machine (LSSVM) method to eval-
uate English language teaching. LSSVM is one of the most
widely used methods with good accuracy and precision in
nonlinear signal processing. Compared with artificial neural
networks, it can overcome the disadvantages of long training
time, randomness of training results, and overlearning [16].
Compared with SVM, LSSVM transforms inequality con-
straints into equation constraints and quadratic program-
ming problems into a linear system of equation problems,
which greatly facilitates the solution of Lagrange multipliers
λ.-e computational efficiency of LSSVM is higher than that
of SVM. Furthermore, LSSVM is equally suitable for clas-
sification and regression tasks in high-dimensional input
spaces and can be extended to unsupervised learning and
recurrent neural networks.

-e main description of the CETE evaluation model
used in this paper is as follows: a nonlinear mapping φ(xi) is
chosen to map the sample vector with n-dimensional input
data as x and one-dimensional output data as y
[(x1, y1), . . . , (xi, yi), xi ∈ Rn, yi ∈ R, i � 1, 2, . . . ,

m], from the original space to the high-dimensional feature
space. -e regression equation of LSSVM is shown in the
following equation:

yi � f xi(  � ωT
· φ xi(  + b. (1)

In the above equation, ω is the weight vector and the
constant b is the bias term. -e optimization problem of
LSSVM is shown in the following equation:

min
1
2
ωT

· ω + c ·
1
2



m

i�1
ξ2i . (2)

In the above equation, c is the regularization parameter
and ξ is the error variable. Compared to SVM, the con-
straints of LSSVM are different, as shown in the following
equation:

yi � ωT
· φ xi(  + b + ξ2i , i � 1, 2, . . . , m. (3)

-e inequality constraint of the SVM is replaced by an
equation constraint, and the Lagrange function is con-
structed for the solution, as shown in the following equation:

L(ω, b, ξ, λ) �
1
2
ωT

· ω + c ·
1
2



m

i�1
ξ2i

− 
m

i�1
λi ωT

· φ xi(  + b + ξi − yi .

(4)

Course content A11

Class atmosphere A12

Teaching order A13

Teaching Skills A14

Sense of responsibility A15

Teacher attitude A16

Students’ performance A21

Correcting homework A22

The number of classes dismissed in advance A23

The number of classes transferred A24

The number of classes suspended A25

Index from student
A1

Index from teacher
A2

Index System

Figure 1: Evaluation index system of CETE.

Table 1: English teaching effect evaluation index.

Index Explanation
A11 Course content Reasonableness of English subject content
A12 Class atmosphere -e quality of English topic atmosphere
A13 Teaching order -e organization and hierarchy of lectures
A14 Teaching skills Teachers’ teaching skills
A15 Sense of responsibility Teachers’ sense of responsibility to students
A16 Teacher attitude -e seriousness of teachers in correcting homework
A21 Students’ performance Students’ performance in class
A22 Correcting homework Accuracy of operation
A23 -e number of classes dismissed in advance -e teacher dismissed the class early for reasons other than the course
A24 -e number of classes transferred Teachers change classes for reasons other than the course
A25 -e number of classes suspended Teachers do not attend classes for reasons other than the course
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In the above equation, λi is the Lagrange multiplier. -e
optimal value is calculated under the Karush–Kuhn–Tucker
(KKT) optimization condition. -e equation constraint is
shown in the following equation:

zL

zω
� 0⟶ ω � 

m

i�1
λiφ xi(  ,

zL

zb
� 0⟶ 

m

i�1
λi � 0 ,

zL

zξ
� 0⟶ λi � cξi ,

zL

zλ
� 0⟶ ωT

· φ xi(  + b + ξi − yi � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

By eliminating ω and ξ in the above equation, the
quadratic optimization problem is replaced by solving a
linear system of equations, and the result is calculated as in
the following equation:

0

Y
  �

0 QT

Q Ω + c
− 1I

⎡⎣ ⎤⎦
b

λ
 . (6)

In the above equation, I is the identity matrix; α is a
support vector; Y � [y1, y2, . . . , ym]T; Q � [1, 1, . . . , 1]T; Ω
represents the inner product of the kernel matrix,Ω ∈ Rm×m,

and Ωij � φ(xi)
Tφ(xj) � K(xi, xj), i, j � 1, 2, . . . , m. Based

on the kernel function in the original space, the regression
of LSSVM is obtained function for the following equation:

y � 
m

i�1
λiK xi, xj  + b. (7)

To circumvent the dimensional catastrophe, a radial
basis kernel function commonly used in LSSVM is intro-
duced instead of the inner product operation in the high-
dimensional feature space.-e radial basis kernel function is
shown in the following equation:

K xi, xj  � exp −
x − xi( 

2

σ2
 . (8)

In the above equation, σ represents the kernel function
width. -e generalization ability of LSSVM can be enhanced
by optimizing two parameters, c and σ . When LSSVM is
used for University English teaching evaluation, the particle
swarm algorithm can be used for the parameter finding
problem, and the specific evaluation process is shown in
Figure 2.

2.3. Parameter Optimization Based on PSO. Parameter se-
lection is an important research direction in the field of
LSSVM research. Many methods can be used to determine c

and σ, but there are deficiencies in memory and time.
Particle swarm optimization (PSO) algorithms have the
advantages of being less prone to local minima, easy to

implement, and with fewer tuning parameters. -us, PSO is
often used to solve nonlinear, nonintegrable, and multi-
modal problems. In PSO, each potential solution to the
optimization problem is called a “particle.” Each particle has
its own stance and velocity (which determines its direction
of flight and distance) and an adaptation value determined
by the function being optimized.

A population of m particles is set up in a d-dimensional
search space, where the optimal position of particle i

searched in the space is described by pi,
pi � [pi1, pi2, . . . , pi d]; the velocity is described by vi,
vi � [vi1, vi2, . . . , vi d]; the position of particle i is described
by xi, xi � [xi1, xi2, . . . , xi d]; the optimal position searched
for in the total population is described by pg,
pg � pg1, pg2, . . . , pg d. -e method to update the particle
position and velocity is given in the following equations:

x
k+1
i d � x

k
i d + v

k+1
i d , (9)

v
k+1
i d � ωv

k
i d + c1r1 pi d − x

k
i d  + c2r2 pg d − x

k
i d . (10)

Among them, ω is the inertia weight coefficient; c1 and c2
are the acceleration constants; k is the optimization algebra;
vk

i d and xk
i d are the search velocity and position of the

particle in the space at algebra k; r1 and r2 are the random
numbers. -e process of optimizing the parameters c and σ
by PSO is as follows:

(1) Normalize and preprocess the CETE evaluation data
(2) Set the parameter values
(3) Initialize processing
(4) Set the individual extreme value Pibest and the global

extreme value gbest, and calculate the adaptation
value of each particle according to its current po-
sition, f � 

N
i�1 |yi − y1′|, where N is the total

number of samples
(5) In order to generate new populations, update the

particle positions and velocities according to equa-
tions (9) and (10)

(6) Solve for the fitness value f for each particle within
the new population

(7) Compared with the previous optimal speed and
optimal position of the population, if it is excellent,
the conversion will be implemented, otherwise, no
adjustment will be made

(8) If the optimal ending condition is not met, we need
to make the number of iterations t � t + 1 and return
to Step 4 to find the optimal solution

2.4.EvaluationProcess. Combined with the evaluation index
system of College English teaching effect, a College English
teaching effect evaluation model based on the particle swarm
optimization algorithm and support vector machine is
established. -e flowchart of the model is shown in Figure 3.

-e input sample of LSSVM is the value of CETE
evaluation data, which is from the expert rating. And the
evaluation results are obtained through the operation of the
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SVM algorithm. -is paper optimizes the evaluation algo-
rithm by comparing the evaluation results before and after
adding the PSO algorithm.-e PSO algorithmmainly solves
the optimal solutions of kernel function parameters and
regularization parameters of LSSVM, and then optimizes the
process of CETE evaluation. It judges whether the existing
parameters are the optimal solution through the IF function.
If the result is yes, the test samples are evaluated, and the
results are output. If the result is no, the particle swarm
optimization algorithm needs to be used to readjust the
parameters to the optimal solution. -e above process is a
machine learning process, and the computer realizes the
purpose of automatic tuning through its own learning.

3. Experimental Results and Analysis

-is paper selects the English classroom teaching effect of
Shangqiu Institute of Technology as the research object and
collects sample data according to the evaluation index of
CETE. -rough the actual situation of College English
teaching and the evaluation of College English teaching
effect by experts, we can get the quality level of College
English classroom teaching and 200 data samples for testing.
In the model building process, this paper chooses the
Gaussian radial basis function as the kernel function.

-e training data of each degree of the six faults are input
to the LSSVM regressor for learning, while the PSO algo-
rithm is used for multiobjective optimization of the regu-
larization parameters and kernel function parameters. -e
population size of PSO is set to 200, the learning factor to
1.49, the maximum number of iterations to 1000, and the
inertia weight to 1 initially.-e final choice of the best model
parameters is (c, σ2) � (2316.57, 224.46), b � 9.93. -e

Input sample data Enter a sample of university English teaching
effectiveness evaluation data

Calculate σ and γ Using the particle subgroup algorithm to search 

Select the appropriate kernel function

Calculate the optimal solution α

Construct the decision function

Implement evaluation by the decision function

α = [α1, α1*, α2, α2*, ..., αm, αm* ]T

y = Σ (α1*–α1) K (xi, xj) + b
i=1

m

Figure 2: Evaluation model main process.

Begin

Input samples of College
English teaching effect

evaluation data

Sample pretreatment

Input training sample 

Adjust parameter based on
LSSVM

Judge whether the
parameters are

optimal

Model evaluation

Evaluate test sample

Output results

Over

PSO algorithm

Optimize parameters

Figure 3: Flowchart of CETE based on the improved support
vector machine algorithm.

Scientific Programming 5



regression performance of themodel is evaluated by the ratio
of the number of correct model predictions to the total
number of samples, as shown in the following equation:

accuracy �
TP + TN

TP + FP + FN + TN
. (11)

In order to verify the effectiveness of the PSO-LSSVM
method for CETE assessment, we also use the BP neural
network [17] and gray target decision method [18] for
comparison testing. -ree methods are used to test the
experimental dataset to obtain their accuracy calculation
results, as shown in Table 2 and Figure 4. As can be seen from
Table 2, the average evaluation accuracy of the method in
this paper is 96.26%, which is 5.36% and 14.29% higher than
that of the BP neural network and gray target decision,
respectively. -erefore, the PSO-LSSVM method has a very
superior degree of accuracy and scientific performance.

Next, we performed 20 experiments on 10 datasets using
the three methods, and the time used for the three methods
(test time and training time) within the experiment was
calculated while the average value was selected.-e results of
the comparison of the three methods are shown in Figures 5
and 6.

From the comparison results of Figures 3 and4, it can be
seen that POS-LSSVM has obvious advantages over the
other two methods in terms of time efficiency, the training
time and testing time of this method are the lowest, the
average training time is as low as 15ms, and the average
testing time is as low as 5ms. Compared with the BP neural
network, its training time saves 8ms and its test time saves
5ms; compared with gray target decision, its training time
saves 3ms and its test time saves 4ms.

4. Teaching Optimization Design

-e purpose of this paper is to come up with the most
sensitive influencing factors through the constructed CETE
evaluation model and then proposing some targeted ways
to improve the effectiveness of English teaching. After
further questionnaires and armor-piercing interviews, we
conclude that A11, A12, A14 , and A21 play a more important
role for English teaching. -e four indicators were moved
up and down by 5% and 10%, respectively, and the mag-
nitude of the impact of each move on the evaluation results
is shown in Figure 7. To facilitate the analysis of the degree
of change in the evaluation results, the rate of change is
expressed using the absolute value of the true value. Fig-
ure 7 illustrates that A11 and A14 have a higher degree of
influence on the evaluation results compared to A12 and
A21, which suggests that the optimization of CETE in this
paper focuses on both course content and teacher skills
[19].

In language learning, interests will be a great help to
students. -erefore, we must find suitable methods to im-
prove teachers’ literacy and enrich teaching contents so as to
stimulate the interest of student and improve the teaching
effect [20]. Starting from the reality of STL, this paper mainly
improves College English teaching through the integration
of information technology and curriculum design.

4.1.ObservationDimension ofCurriculumDesign. Before the
beginning of curriculum optimization, this paper observes
the English curriculum of SIT colleges and universities,
obtains researchmaterials by means of field observation, and
mainly observes the curriculum design of English teaching
in SIT colleges and universities, the application of technical
tools, and the integration of technology and curriculum
content. -e specific observation dimensions include
teaching objectives, learning situation, teaching content,
teaching media and curriculum materials, and teaching
procedures.

In terms of teaching objectives, SIT teachers focus on
cultivating college students’ basic knowledge and skills of
English audio visual according to the syllabus and curric-
ulum requirements and pay attention to the cultivation of
students’ emotions, attitudes, and values in the teaching
curriculum planning. However, it does not focus on culti-
vating students’ English thinking and lacks the cultural el-
ements in English function. In terms of learning, SIT
teachers regard students as the learning center. In the whole
process of English teaching, teachers pay enough attention to
students’ learning status and performance. However, as a
freshman of SIT, the basic knowledge of English is not solid,
and the knowledge structure is not systematic and perfect.
Teachers’ teaching rhythm is not synchronized with stu-
dents’ learning status and ability. As a result, teaching is
hindered. In terms of teaching content, SIT teachers have the
phenomenon of following the book, lack of effective design
of teaching content, and no fine processing and expansion of
knowledge and skills. -e teaching content adheres to the
textbook itself, resulting in the lack of interest in the course.
In the application of teaching media and curriculum ma-
terials, SIT classrooms are equipped with advanced teaching
technology tools, but teachers are not well applied to
practical teaching, only as the presentation and display of
curriculum materials, and curriculum design lacks theo-
retical guidance.

In addition, in the actual teaching process, teachers only
use textbooks, markers, and whiteboards for teaching.
-erefore, teaching technology cannot give full play to its
maximum function, and it is in a state of separation from the
whole teaching process. In terms of teaching procedures, SIT
teaching procedures tend to be old, mainly including review,
main curriculum, practice, summary, and home work -ere
are some practical problems in this teaching procedure,
which should be optimized to add links between teachers’
activities and students’ learning activities.

-us, the application framework of teaching links, ac-
tivity forms, and technical tools of the specific observation
dimension of SIT English course is obtained, as shown in
Figure 8. In the review session, the teacher summarizes and
reviews the basic English knowledge and skills learned in the
previous course, including cognition, understanding, and
skills. In the main curriculum link, the teacher will present
the prepared course content in writing and oral form
according to the teaching requirements, mainly including
theme introduction, vocabulary obstacle removal, key ex-
planation, text explanation, and extracurricular knowledge
expansion. In the practice link, teachers test the students’
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learning of course knowledge in groups by random roll call
and random inspection, and restate and explain the
knowledge points with high error rate. In the summary
section, teachers apply the consolidation method to review
the course and repeat the key and difficult points of the
course to understand the students’ understanding of
knowledge. In the home work link, the teacher assigns
homework after class. -e types of homework include

dictation and recitation of key words, and flexible colloca-
tion and application of phrases and sentence patterns.

4.2. Optimization and Perfection of Teaching Procedure.
-is paper chooses an optimized program guided by the
integration of information technology and curriculum,
mainly to address the current situation of outdated teaching

Table 2: Comparison of evaluation accuracy results.

Dataset PSO-LSSVM (%) BP neural network (%) Gray target decision (%)
1 96.89 92.30 84.55
2 95.72 88.76 83.43
3 97.90 92.12 83.08
4 94.34 93.62 80.89
5 96.41 87.90 79.63
6 98.02 89.54 82.60
7 95.23 90.21 78.15
8 96.29 92.88 83.42
9 94.37 90.49 78.94
10 97.46 91.25 85.03
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design, fragmentation, and disconnection between techno-
logical tools and actual teaching. -e aim is to enhance the
comprehensive ability of teachers, improve learning interest
of students, and enhance the coherence of course content
and teaching quality in future education and teaching. -e
main dimensions of teaching optimization design include
the whole teaching process, using technology concepts and
technology tools to integrate teaching dimensions. Every
aspect of teaching is assisted and facilitated by the appli-
cation of technology; the technology concept fully integrates
the whole teaching process, the technology tools are no
longer idle, and they are more efficiently integrated with
teaching.

-e intelligent voice system is integrated into all stages of
the whole course teaching process to enrich the teaching
content so that students can carry out role playing, audio and
video appreciation, and other activities. -is pedagogical
optimization focuses on the teacher-led-student-subject role
in the teacher-student teaching role position dimension.
Students learn under the inspiration, guidance, and teaching
of the teacher. -en, under the guidance of this theory of
teaching-learning relationship, the optimization of teaching
and learning under the guidance of IT and curriculum

integration is achieved through the use of technological
tools, pedagogical aids, and the integration of subject
content concepts into the whole teaching process. In general,
the study provides a careful design and detailed analysis of
the procedures of teaching activities so that the optimized
teaching design can be more effective. -e specific contents
of teaching optimization and the integrated application of
information technology are shown in Figure 9.

5. Conclusion

-e quantitative nonlinear functions between the CETE and
each evaluation index are complicated. -e complex
mathematical relationships lead to subjectivity in the eval-
uation scores, which affects the objectivity and fairness of the
evaluation. In order to accurately evaluate the effectiveness
of College English teaching and improve the overall level of
College English teaching, this paper studies the evaluation
model of College English teaching effectiveness based on
PSO-LSSVM. -e average accuracy of the evaluation model
in ten datasets is 96.26%, which has high advantages and is
nearly 6% higher than that of the BP neural network. -e
average training time is 15ms, and the average test time is

Traditional Teaching
procedureForm of teaching activities

Review
Teachers ask questions

Student response

Main CurriculumTeachers talk
Student listening

PracticeTeachers ask questions
Detection and evaluation

SummaryTeacher's statement
Summarize knowledge

HomeworkTeacher dictation
Job task

Book

Mark Pen

Whiteboard

Figure 8: Teaching activity procedure of SIT universities before optimization.

Teaching procedure under
IT curriculum integrationForm of teaching activities

Setting context
Video dubbing
Audio replay

Role play
Mind map

Stimulate motivationTeacher inspiration
Video introduction

English video
Stimulate interest

Teach new knowledgeFaculty Lectures
Video Instruction

Deepen knowledge
Flexible application

Detection and evaluationT-S interaction S-S mutual evaluation
Exchange and discussion

Expand and migrationPractice drill
Audio sharing

Assign homeworkAssign homework
Campus network

Computer

Projector

PPT

Intelligent voice

interaction systemQQ share

Appreciative culture
Knowledge expansion

U-campus

Preview Review

Figure 9: Teaching activity procedures under IT curriculum integration.
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5ms.-e experimental results show that this method has the
highest evaluation accuracy, short evaluation time, and the
best evaluation results. Based on the method of this paper, it
can improve the optimization plan for English teaching
effect, which is of great practical significance for the im-
provement of College English teaching level.

During the implementation of this study, the concept of
information technology and curriculum integration is ap-
plied to guide teaching and learning and to carry out
teaching practices. -is a priori concept optimizes and
improves the whole teaching system, and each component of
the teaching system incorporates the concept of technology
integration. At the same time, it focuses on the integration of
technology, pedagogy, and subject content. As a result, SIT is
optimized, and students’ English listening and speaking
skills are improved.

Due to the limited time and energy, there are still some
deficiencies to be further improved. Firstly, in order to
improve the generalization of the research, we need to try to
apply better methods to the in-depth study of College En-
glish teaching evaluation index system in future research so
as to make it complete and more scientific. Secondly, more
experimental datatests are carried out for the method in this
paper, and the method is continuously optimized in the test.
Finally, it is hoped that the in-depth study will apply better
methods to College English teaching and make the evalu-
ation accuracy and efficiency better.
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-e labeled dataset used to support the findings of this study
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