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,e North Atlantic Oscillation (NAO) with abnormal sea level pressure (SLP) differences influence the westerly wind strength and
storm tracks in the North Atlantic, which further affects the winter climate in the northern hemisphere.,e predictability of NAO
has become an important area of climate research in recent years. ,e identification of optimal precursors (OPRs) would help to
investigate the dynamics of atmospheric and oceanic motions, as well as the nonlinear characteristic. ,e conditional nonlinear
optimal perturbation (CNOP) method has been widely used in research on the OPR of the climatic event to explore which kind of
initial perturbation is most likely to trigger climate events. However, the previous works on NAO’s OPR are based on a simple
ideal model, which cannot describe the evolution process of NAO. Moreover, the commonly used algorithms that rely on the
adjoint model are not suitable for the large complicated numerical models that do not have corresponding adjoint models, like
Community Earth SystemModel (CESM). To break through the limitation, this paper proposes the parallel principal component
analysis (PCA)-based particle swarm optimization (PSO) and genetic algorithm (GA) hybrid algorithm (PGAPSO) algorithm to
identify the OPR of NAO using CESM. For different initial conditions, OPRs identified by the proposed method can always make
the basic state develop into NAO events with corresponding phases. Compared with other adjoint-free approaches, the proposed
method has relatively better fitness values and more mature patterns. ,e results also reveal that the proposed method can avoid
falling into a local optimum and has strong robustness. In terms of performance, the proposed method searches in feature space
with a much lower number of dimensions, thus improving efficiency. In addition, the proposed method is accelerated with
multiple parallel frameworks to enhance performance, and it achieves the speedup ratio of 40.2.

1. Introduction

,e North Atlantic Oscillation (NAO) is the continuous
fluctuation of the sea level pressure (SLP) field in the North
Atlantic, which can be related to the interannual variation
of the pressure over the Azores and Iceland. It represents
large-scale alterations in the SLP differences between the
subtropical and subpolar regions of the North Atlantic [1].
As the dominant variability mode of the atmospheric
circulation in the northern hemisphere, the NAO is the
result of complex nonlinear interactions between many
spatiotemporal scales [2]. Previous research has shown that
the NAO may be strictly linked to the anticyclonic (cy-
clonic) Rossby wave breaking [3] and can be viewed as a
process with an e-folding time scale of about two weeks [4].

,e NAO index (NAOI) is a quantitative indicator of the
NAO, and its classical definition is the normalized dif-
ference between SLP over Iceland and over Azores [5]. ,e
NAOI describes the intensity of the west wind drift in the
North Atlantic and is closely related to the winter in
Europe. ,e positive phase of the NAO (NAO+) is under a
positive NAOI, while the negative phase of the NAO
(NAO− ) is under a negative NAOI. In the past decade, the
fluctuation of the winter NAO has been quite extreme, and
it has contributed significantly to the warm winter phe-
nomenon throughout Europe, the cold weather in the
Northwest Atlantic [6], the dipole precipitation pattern
over northwest Europe and northwest Africa [7], and the
surface temperature variation in the Iberian Peninsula and
northeastern Europe [8], for instance.
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,e NAO can be regarded as a nonlinear initial value
problem [9], and its optimal precursor (OPR) is a kind of
initial perturbation that is most likely to develop into NAO
events [10]. ,e first kind of predictability problem about
inaccurate initial conditions can be explored in the process
of OPR’s computation [11]. Since the initial condition has a
significant influence on the predictability of the decadal
variability [12], the OPR can help us to understand the
dynamical processes of the NAO state transition. ,e
physical mechanism for triggering the NAO event can be
discovered by investigating the developing process of the
OPR.Moreover, the sensitive areas determined by the spatial
structure of the OPRs are beneficial to the intensive ob-
servations, thus improving the forecast accuracy of the NAO
state transition. Furthermore, on the basis of the OPR, the
target observation sensitive areas can also be detected. If the
intensive observation is conducted in the target observation
sensitive area, higher observation returns would be obtained.
Hence, the research on OPR is of widespread scientific
research value to study the physical mechanism and enhance
forecast skills for the NAO. Further, exploring and opti-
mizing the method for solving the OPR also has essential
meanings. Although the phase and amplitude of NAO are
affected by numerous factors [13–15], the characteristics of
the NAO in the atmospherical process can be captured by
the nonlinear models [16]. As a new generation of ocean-
atmosphere coupled model, the Community Earth System
Model (CESM) has presented the outstanding performance
of NAO simulation, and the low-frequency variability of the
NAO has also been well demonstrated [17, 18].

,e conditional nonlinear optimal perturbation (CNOP)
is a mature method for solving OPRs. It describes the initial
perturbation that causes the largest prediction error under a
specific constraint condition at the prediction time. CNOP is
appropriate for predictability studies of climate events with
simulating nonlinear motions of oceans and atmospheres
[19] and can be concluded as an optimization problem with
constraints. CNOP approach was initially adopted to
identify the OPRs of ENSO [20] and was gradually applied in
research on the onset of blocking events [21], Kuroshio large
meander [22], and Indian Ocean dipole events [23]. Re-
cently, Jiang et al. [24] explored the OPRs that trigger the
NAO events using CNOP, demonstrating that the amplitude
induced by the self-interaction of perturbations in the onset
of the NAO− is stronger than that in the onset of the NAO+.
On this basis, Dai et al. [25] investigated the relationship
between the OPR and optimally growing initial error (OGE)
using CNOP. It was indicated that the two types of OGEs
and the OPRs corresponding to the two types of NAO events
have similar structures, and both of them can develop into
dipole NAO anomaly patterns. ,ese studies have proved
that CNOP is a useful tool to investigate the onset of the
NAO event. In their studies, the T21L3 quasigeostrophic
global spectral model, which is a simple three-level model
designed by Marshall and Molteni [26], was applied under
ideal conditions. Due to the feature of the T21L3 model, they
selected geopotential height as the characterized variable,
and potential vorticity is the input variable. For solving
CNOP, Jiang et al. [24] and Dai et al. [25] all used the

spectral projected gradient 2 (SPG2) algorithm [27]. ,e
SPG2 was designed to solve the minimum problem with
restraints by determining the gradients of the cost function
[28]. Several approaches with the same type have also been
adopted to calculate the CNOP in the early years [29–31],
such as the sequential quadratic programming (SQP) al-
gorithm [32] and the limited memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS) algorithm [33], etc. Since these
algorithms rely on gradient information, the corresponding
adjoint model needs to be called to obtain the gradients of
the initial condition in the solving process.

However, these adjoint-based methods would have a
high probability to produce local CNOPs when the objective
function has multiple extreme values and would fail with
large initial disturbance or long prediction time due to the
strong nonlinearity of the dynamical model [34]. Crucially,
these traditional adjoint-based algorithms are not feasible to
solve CNOP in complicated operational models that do not
have an adjoint available [35]. In recent years, swarm in-
telligence algorithms have been gradually applied in the
research of the CNOP [36, 37]. ,ese algorithms determined
the search direction from the position and fitness values of
particles instead of gradients so that they can be extended to
models without the adjoint model. It was also indicated that
the swarm intelligence method still achieved global CNOP
and had a shorter running time in the situation of larger
initial perturbations, longer prediction times, multiple ex-
trema values [34], and discontinuous objective functions
[38]. Although these algorithms have shortened the runtime,
it was still very time-consuming to search CNOP in the
original dimensions. To enhance the performance, the re-
searchers combined feature extraction strategies with in-
telligent algorithms, transforming the problems with high
dimensions into the low-dimension space [39]. At present,
the tentative application of intelligent algorithms based on
feature extraction yielded concrete achievements. ,e
principal component analysis based genetic algorithm
(PCAGA) [40], the modified artificial bee colony algorithm
(MABC) [41], the dynamic search fireworks algorithm with
linearly decreased dimension number strategy (ld-dynFWA)
[42], and PCA-based flower pollination (PCAFP) [43] have
been successfully applied in the researches of tropical cy-
clone adaptive observations, El Niño-Southern Oscillation,
and double-gyre variation, respectively. ,e CNOPs ob-
tained by these methods had similar patterns and larger
fitness values in comparison to the adjoint method. It was
indicated that the PCA-based intelligence algorithm is ap-
propriate for solving CNOP in high-dimensional numerical
models, especially themodels without the adjoint model, like
CESM.

,e objective of this paper is to find the OPRs which can
produce the NAO anomaly pattern and explore the effect of
the nonlinear process. We attempt to answer the following
questions. (1) How to solve the CNOP and identify the OPR
effectively and efficiently? (2) What is the intensity of
maximum uncertainty of NAO prediction triggered by the
OPRs? (3) Which kind of spatial structure would cause these
two phases of NAO events? (4) How does the SLP field
change during the prediction period after superimposing
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OPRs? ,e topic is studied using the CESM, which is an
ocean-atmosphere coupled model without an adjoint model.
For the first problem, the PCA-based intelligence algorithm
is adopted to identify the OPR using CESM. In previous
studies related to CNOP, it was found that particle swarm
optimization (PSO) has a significant advantage but still
suffers from the disadvantage of being trapped in a local
optimum, which can be effectively mitigated by coevolu-
tionary strategies with other intelligence algorithms [44, 45].
,us, the hybrid algorithm named PCA-based GA and PSO
(PGAPSO) is proposed to solve the CNOP. To further
improve the efficiency of the algorithm, the parallel scheme
using the Message Passing Interface (MPI) and the Compute
Unified Device Architecture (CUDA) is utilized to enhance
the time performance of both the algorithm and CESM.

,e structure of this paper is organized as follows:
Section 2 describes the CESM, the CNOP method, the
PGAPSO algorithm, and the parallelization technique. Ex-
periments and results are displayed in Section 3. ,is paper
ends with a conclusion and future work in Section 4.

2. Materials and Methods

2.1. CESM. ,e CESM [46] is a new generation of fully
coupled climate model developed in 2010. It has been widely
used to simulate the carbon cycle [47], ocean currents [48],
soil moisture [49], precipitation [50], and other climate
phenomena. CESM is composed of seven geophysical
models, respectively, Atmosphere (ATM), Sea-ice (ICE),
Land (LND), River-runoff (ROF), Ocean (OCN), Land-ice
(GLC), and Ocean-wave (WAV, stub only). ,e CESM also
has a coupler (CPL) that coordinates the time evolution of
geophysical models and delivers information between these
components.

CESM is currently updated to version 2.2, and the cloud
layers unified by binormals (CLUBB) scheme replace the
parameterization scheme in the previous stable version 1.2.2.
,e execution time is increased correspondingly with these
modifications. It even needs to take several hours to simulate
a NAO process during the few days, which is much longer
than that of CESM1. To test their simulation capability of the
NAO, CESM 2.2.0 and CESM 1.2.2 are both executed for a
90-day simulation in winter starting from the same reference
time. ,e correlation coefficient of the 90-day NAOI be-
tween CESM 1.2.2 and CESM 2.2.0 is 0.83, which demon-
strates a similar simulation.

Because of the reasonable running time and simulation
capability for NAO simulation, the atmospherical component
in CESM 1.2.2 is selected in this work. ,e Community
Atmosphere Model (CAM) version 5.3, which is a global
atmospherical general circulation model developed from the
NCAR CCM3, is released as the atmosphere component of
CESM 1.2. ,e CAM incorporates an interactive aerosol
model where aerosols interact with the tropospheric chem-
istry. ,e Community Land Model (CLM) is adopted as the
active land model in CESM, and the River Transport Model
(RTM) is used to route total runoff from the land model to
oceans. ,e component set F_2000 that includes an active
atmospherical component (CAM), active land component

(CLM), active river-runoff (RTM) component, and sea-ice
component (the sea-ice component, CICE) in the prescribed
mode is selected. ,e GLC and WAV models are in stub
mode (SGLC and SWAV), which only satisfy interface re-
quirements and are not needed for configuration. F_2000 also
includes the data ocean component (DOCN). It reads SSTs
from input datasets and can run as a pure data model. ,e
models in component set F_2000 are shown in Figure 1.

,e NAO cases are simulated in the winter (DJF), and
the parameter nhtfrq is set to −24, which denotes the daily
average. ,e experiments are performed on a resolution of
f09_g16 with an approximate grid spacing of 0.9° × 1.25°,
including 26 levels in the vertical. Perturbations are
superimposed on the basic state of the Arctic region (north
of 60°N, see Figure 2) and contain six variables listed in
Table 1. ,e size of U, V, T, and Q is 26 (layer)× 32 (lat-
itude)× 288 (longitude), and the size of Π and Φ is 32× 288.
,e NAOI increment is selected as the fitness value and is
calculated by the output variable SLP. ,e region of SLP is
mainly located between 20°N and 80°N and between 90°W
and 40°E, as shown in Figure 3. ,e vector of SLP only has
one layer and consists of 65×105 grids.

2.2. CNOP. ,e CNOP is a natural extension of the linear
singular vector into the nonlinear regime and is proposed to
study predictability problems of weather and climate in
numerical models [51, 52]. ,e CNOP can represent the
initial perturbation that can trigger the largest uncertainty at
the prediction time. ,e OPR of NAO is a kind of CNOP
that makes the basic state evolve into the NAO events.
Suppose the nonlinear model can be briefly described as
follows:

zS
zt

+ F(S) � 0, S|t�t0 � S0, (1)

where S denotes the state vector and S0 is the basic state at
the initial time t0. F is the nonlinear partial differential
operator of the model. Equation (1) has the following dis-
crete form:

St � Mt0⟶ t S0( 􏼁, (2)

where Mt0⟶ t represents the nonlinear propagator that
“propagates” the initial state from time t0 to the prediction
time t. St is the state vector at time t. If an initial perturbation
s0 on the basic state is superimposed, the development of the
initial perturbation would be

ΔS � St
′ − St � Mt0⟶ t S0 + s0( 􏼁 − Mt0⟶ t S0( 􏼁, (3)

where St
′ denotes the final state with superposing pertur-

bations, while ΔS stands for the development of the final
state, which is the difference between perturbation state and
reference state. ,e OPR refers to the initial perturbation
that can make the objective function achieve the maximum
(minimum) under the constraint condition at prediction
time. In this work, the NAOI difference between the per-
turbation state and the reference state is selected as the
objective function J:
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J s
∗
0( 􏼁NAO+ � max

c s0( )≤ ϵ
J s0( 􏼁 � NAOI NAO+

( 􏼁CNOP − NAOIrefer, (4)

J s
∗
0( 􏼁NAO− � min

c s0( )≤ ϵ
J s0( 􏼁 � NAOI NAO−

( )CNOP − NAOIrefer, (5)

where s0 is the initial perturbation and consists of physical
variables listed in Table 1. According to the definition of the
OPR, the perturbation s∗0 (NAO+) is the OPR of the NAO+

and makes J achieve the maximum, whereas s∗0 (NAO− ) is
the OPR of the NAO− and makes J achieve the minimum.
NAOI(NAO+)CNOP refers to the highest positive NAOI,
which is triggered by CNOP-typed perturbation, while

NAOI(NAO− )CNOP is the lowest negative NAOI caused by
CNOP. ,ese two types of CNOPs are solved with opposite
search directions. c(s0) denotes the constraint function of
perturbation s0, and ϵ denotes the constraint condition of
the OPRs, ensuring the perturbation within a reasonable
range.,e constraint condition is consulted from the related
works of the sensitive area identification for tropical cyclone
[40] owing to the same variables and is set to 10% of the
summation of the kinetic energy of basic state in the vertical
coordinate σ and verification areas D (i.e., the area north of
60°N):

c s0( 􏼁 �
1
D
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(6)

where u, v, pt, and π are perturbation vectors of zonal wind,
meridional wind, temperature, and surface pressure, re-
spectively, and U0, V0, T0, and Π0 are the initial conditions
of these variables. For all six variables in perturbation s0, u, v,
pt, and π are constrained via equation (5), and the other two
variables q and ϕ are constrained by the budget check and
balance check built into CESM. Cp is the specific heat at the
constant pressure which is set to 1005.7 J · kg− 1 · K− 1 and Tr

is the reference temperature with a value of 270K. Ra de-
notes the ideal gas constant, and its value is set to
287.05 J · kg− 1 · K− 1. πr is the static reference pressure with a
value of 1000 hPa. ,e constraint condition is static for a
certain case since the constraint should specify the range of
initial perturbations before the simulation starts. ,us, the
constraint can only be defined by physical quantities in the
initial field and is a solid hypersphere with radius ϵ. It is
necessary to ensure u, v, pt, and π are all located inside the
hypersphere or on the surface of the hypersphere to make
the model input reasonable. If the initial perturbation is out
of the scope of constraint, the projection operation is re-
quired to map the perturbation inside the proper range:

s � s∗
ϵ
d

, d �

�������������

s
2
1 + s

2
2 + · · · + s

2
n

􏽱

, (7)

where s is the initial perturbation and n denotes the di-
mension number of the solution space.

NAOI can be defined in several ways, like normalized
SLP difference between 35°N and 65°N, and so on. In this
experiment, a blocking indicator proposed by Liu [53] is
chosen to quantify the extent of the NAO events. ,e NAOI

CAM CLM

RTM CPL

DOCN CICE (P)

SGLC
SWAV

Figure 1: ,e models in component set F_2000; active models are
in green, data models are in blue, and stub models are in orange.

Perturbation

NAO

-90°E 90°E

-60°E 60°E

-30°E

0°

30°E

Figure 2: ,e regions of perturbations and the North Atlantic
sector where the NAO events mainly occur. ,e perturbations
superimpose on the Arctic section between 60°N and 90°N (shown
in red).,e region of NAO is between 20°N and 80°N and between
90°W and 40°E (shown in yellow), and it is also the scope of the SLP
variable.

Table 1: ,e related variables included in the perturbations.

Variable name Description Units
U Zonal wind m/s
V Meridional wind m/s
T Temperature K
Q Specific humidity kg/kg
Π Surface pressure Pa
Φ Surface geopotential m2/s2
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is defined as the surface conserving projection of the SLP
field on the NAO anomaly pattern:

NAOI �
〈SLPNAO, SLPd〉
〈SLPNAO, SLPNAO〉

,

specifically,NAOI �
􏽐

lat
g�1 􏽐

lon
h�1 SLPNAO[g][h] ∗

���������������

cos latg ∗ π/180􏼐 􏼑

􏽱

􏽐
lat
g�1 􏽐

lon
h�1 SLPNAO[g][h] ∗ SLPNAO[g][h] ∗ψ

,

(8)

where SLPd is obtained by subtracting the climatological
mean from SLP output and 〈·, ·〉 denotes the inner product
operation of vectors. ,e details for the inner product are
shown in the following line. lat and lon denote the region of
the NAO pattern, and lat � 65, lon � 105. latg stands for the
latitude of the current point, and the cosine-related coeffi-
cient is to ensure the homogeneity of the grid. ψ is the
normalization coefficient and is set to 31914.543 to make the
NAOI obey the normal distribution. SLPNAO denotes the
NAO anomaly pattern decomposed by the empirical

orthogonal function (EOF) analysis, which is illustrated in
Figure 3. ,e NAO spatial pattern is manifested as a typical
meridional dipole mode, including the Iceland low pressure
along with the North Atlantic subtropical high. In Figure 3, it
is a pattern of the NAO+, presenting the mode with the
negative anomalies in high latitude and the positive
anomalies in low latitude.

Combining equations (4), (5), and (8), the objective
function is described as follows:

J s0( 􏼁 � ΔNAOI �
〈Mt0⟶ t S0 + s0( 􏼁 − Mt0⟶ t S0( 􏼁, SLPNAO〉

〈SLPNAO, SLPNAO〉
. (9)

In summary, the objective function is the projection of
the SLP field difference between the final state and the
reference state on the NAO anomaly pattern, and the OPR of
NAO+ (NAO− ) can be obtained by solving the maximum
(minimum) of the objective function J. In general, NAOI is
in the range of [−3, 3]. To simplify the problem, assume that

an NAO event occurs when Δ NAOI> 1.0 (NAO+ event) or
Δ NAOI<−1.0 (NAO− event).

2.3. PGAPSO. Under the resolution of 0.9° × 1.25°, the total
dimensions of variables involved in the objective function

80°N

60°N

40°N

20°N
90°W 57.5°W

-0.025 -0.020 -0.015 -0.010 -0.005 0.000 0.005 0.010

25°W 7.5°E 40°E

Figure 3:,e first mode of the EOF with SLP anomaly field concentrated in the North Atlantic region between 90°W–40°E and 20°N–80°N.
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are 4 (U, V, T, and Q)× 26 (layer)× 32 (latitude)× 288
(longitude) + 2 (Π, Φ)× 32 (latitude)× 288 (longitude)�

976896. It is difficult for the algorithm to search for the
optimal solution in such high dimensions. ,us, the scale of
the solution domain is reduced via eigenvector decompo-
sition using the PCA method.

First, 900 original samples are obtained after running 10-
year integration (only in winter) on a daily average using
CESM. Owing to their different physical units, Z-Score
normalization is needed to be performed for each variable:

Pv �
Pv − Pv

σv

(v � 1, 2, . . . , c), (10)

where c refers to the number of variables; that is, c � 6. Pv is
the mean value of the variable v, and the σv denotes the
standard deviation.

After that, each piece of sample is reshaped into a vector
with one dimension (1× 976896), these samples constitute a
matrix with a size of 900× 976896. ,en, each sample is
subtracted from the mean values of these samples for
centering, and the obtained sample is weighted according to
the area of the grid:

Pij
′ � Pij −

1
n

􏽘

n

i�1
Pij

⎛⎝ ⎞⎠∗ cos(lat(j))(i � 1, 2, . . . , n; j � 0, 1, . . . , r), (11)

where Pij denotes the jth element of the ith sample data, n is
the number of the samples, and r is the length for each
sample. n equals 900, and r equals 976896. lat(j) is the
corresponding latitude of the jth element, and the area
weight is calculated approximately via the cosine value of the
latitude. ,en, the eigenvalues (λ1, . . ., λn) and eigenvectors
of the covariance matrix PPT are calculated to obtain
principal components:

PP
T
L � LΣ, (12)

where L is the eigenvector matrix and Σ is a diagonal matrix
whose entries in the main diagonal are the corresponding
eigenvalues. ,e top m columns of the eigenvectors L sorted
by their eigenvalues are selected as the principal components
C with a size of m × n. ,e variance contribution rate
λi/􏽐

n
k�1 λk reflects the amount of information that the

component Ci contains, and the value of m is determined by
the accumulative variance ratio 􏽐

m
k�1 λk/􏽐

n
k�1 λk.

To obtain the extremum of the objective function, a
hybrid algorithm improved from two efficient algorithms
named PSO [54] and GA is adopted. Since PSO has a rela-
tively better performance in solving CNOP [44, 45], it is
adopted as the main body of the PGAPSO.,e PSO conducts
search via particles, and each particle contains two properties:
position (X) and speed (V). ,e position is a group of so-
lutions and is updated with the help of speed. ,e position
with the optimal fitness value is the OPR that we desire. ,e
flow of the PSO can be briefly described as follows:

(1) Initialize the speed and position of each particle with
random values.

(2) For each particle f, the position vector is in reduced
space, so the position vector needs to be restored into
original space via Xf

′ � Xf · C. ,en, superpose the
perturbation Xf

′ on the basic state. When the model
integration is finished, calculate the fitness value of
each particle through equation (9) and record its
optimal position (Xpb(f)) along with the optimal

global position (Xgb). Xpb(f) denotes the position of
particle f with its optimal fitness value, while Xgb

stands for the optimal position of all particles.
(3) Update the position and speed of each particle. ,e

position with the best fitness value is searched by
tracing both the individual optimal position and the
optimal global position:

Vk+1
f � ωkV

k
f + c1r1 X

k
pb(f) − X

k
f􏼐 􏼑 + c2r2 X

k
gb − X

k
f􏼐 􏼑,

X
k+1
f � X

k
f + V

k+1
f (f � 1, . . . , N),

⎧⎪⎨

⎪⎩

(13)

where Vk+1
f is the speed of particle f for step k + 1

and Xk
pb(f) refers to the best position of particle f up

to step k. Xk
pb represents the best position of the

entire swarm in k steps. N is the total number of
particles. c1 and c2 are the self-awareness coefficient
and social-awareness coefficient, respectively. r1 and
r2 are random parameters.
ωk is the inertia weight parameter. To improve the
convergence speed, the algorithm is designed to
transform from the global search to the local search
as the number of iterations increases. After several
iterations, the particle speed is limited via the linearly
decreasing ωk:

ωk � ωmax −
ωmax − ωmin

itermax
∗ k. (14)

(4) Repeat steps as mentioned above until satisfying the
terminal condition.

Based on the strategy of PSO, GA further optimizes the
search process. To avoid trapping in local optimum, the
particles are fed into GA for further search when the trend of
convergence is evident in the PSO. ,e mean speed norm
Vk

2 for step k is adopted to measure the convergence of the
PSO:
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V
k

�����

�����2
�

􏽐
N
f�1 V

k
f

�����

�����2
N

, where V
k
f

�����

�����2
�

�����

􏽘

n

i�1
v
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,us, when the mean speed norm is smaller than the
fusion threshold ξ, the particles are updated by the GA
procedure.

As a metaheuristic algorithm, the GA derives from
natural selection [55]. ,e main operations of GA include
selection, crossover, and mutation. Particles are selected
according to their fitness value to breed a new generation.
,e selection probability for each individual is equal to the
ratio of its fitness value to the sum of the fitness value
population:

ps �
J sXf
′􏼒 􏼓

􏽐 J sX′( 􏼁
. (16)

Obviously, individuals with larger fitness values have a
greater probability of being selected. Furthermore, the two
selected individuals a and b with positions of
Xa x0, . . . , xs, . . . , xe, . . . , xm􏼈 􏼉 and
Xb x0, . . . , xs, . . . , xe, . . . , xm􏼈 􏼉 have a pc probability of cross-
recombining to generate two recombinant individuals with
position of Xa

′ and Xb
′:

Xa
′ xs, . . . , xe􏼈 􏼉 � Xb xs, . . . , xe􏼈 􏼉,

Xb
′ xs, . . . , xe􏼈 􏼉 � Xa xs, . . . , xe􏼈 􏼉,

(17)

xs and xe denote the starting point and ending point of the
crossover, respectively, satisfying 0≤ s< e<m. a and b ex-
change their position vector from xs to xe. After the
crossover, two new individuals a′ and b′ replace the original
individuals for the calculation of fitness values.

To increase randomness and improve its global search
ability, individuals have a pm probability of mutation. Here,
the variation is limited to a single-point mutation, where a
random point within [0, m− 1] is replaced by a random
number to form a new individual. ,e fitness value of each
new particle is compared against its parents, and the best
position is recorded. If the new individual has a better fitness
value than the global best position, the global best position
(Xk

gb) would be replaced. ,en, the speed and position of
particles are updated using equation (13), and the final global
fitness value is obtained until the iter reaches itermax.

,e parameter settings of the PGAPSO are listed in
Table 2.

2.4. Parallelization. ,e computation of CNOP in CESM is
quite time-consuming. With 48 CPU cores, 30 particles, and
50 iterations, it takes about 8.33 days to obtain the OPRs in
the serial program. Multiple parallel techniques and
frameworks are adopted to improve the performance of this
work.

,e role of the CAM component in CESM is to simulate
the variation of atmosphere, and the integration process
involves plenty of matrix operations with high-dimensional
input data. ,us, the model simulation becomes the

bottleneck of the program performance. Recently, the
Graphics Processing Unit (GPU) has been widely used in
accelerating numerical models. Since GPU is suitable for
large-scale parallel computing, it can significantly improve
the execution performance of numerical calculations in
climate models.

Previous work results have shown that the performance
of the optimized subroutine can be improved by the GPU
technique substantially [56–59]. In this work, subroutine
radclwmx and radabs both execute longer according to the
performance evaluation using perf. ,e subroutine
radclwmx adopts the broadband absorption method to
calculate the longwave emissivity and boundary fluxes under
the assumption that random overlapping clouds have var-
iable cloud emissivity. ,e subroutine radabs computes the
absorptivities for gases like H2O, CO2,O3, CH4, N2O, CCl3F,
and CCl2F2. ,ese two subroutines are called with high
frequency and are rewritten with the CUDA interface. Si-
multaneously, kernel directives and OpenACC directives are
adopted to simplify specific operations on the device, and
multiple asynchronous streams are also created to overlap
function execution and data replication. For the compilation
phase, the option -O4 is selected to perform the optimization
at the highest level. ,e option -fast and -fastsse are also
utilized to launch the 64-bit Single InstructionMultiple Data
(SIMD) instruction and implement cache alignment and
flush.

In each iteration of PGAPSO, the calculation of the
fitness value for each particle is relatively independent.
According to its features, multiprocess techniques are
suitable for executing these tasks concurrently. Here, MPI is
adopted as the parallel framework to accelerate the algo-
rithm. ,e pseudocode describes the flow of the parallel
PGAPSO in Table 3.

,ese processes are divided into two groups: one is a
master process; the others are slave processes. Figure 4 il-
lustrates the parallel architecture of PGAPSO for solving
CNOP. At each iteration, the master process allocates cal-
culation tasks to slave processes. For each slave process,
perturbation under constraint condition is generated and is
superimposed on the basic state of CESM. CESM, which is
paralleled with MPI, OpenMP, and CUDA, is called to
perform the integration. ,e fitness values are calculated via
equation (9) and are gathered by the master process. After
that, the master process broadcasts the optimal global value
to slave processes via MPI. If particles’ speed norm is less
than the threshold value, the crossover and mutation op-
erations are conducted. ,en, the master process compares
the current particles and updates the information of optimal
particles at the end of each iteration. With the help of MPI,
the performance of PGAPSO can be significantly enhanced.

3. Experimental and Results

3.1. Experimental Environment. Experiments in this paper
are conducted on the Tianhe-2 supercomputer, which is
located in the National Supercomputer Center in Guangz-
hou, China. Each node consists of 2 Intel Ivy Bridge Xeon
processors connected by Intel QuickPath Interconnect.
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NVIDIA Tesla K80 GPUs on Tianhe-2 are used in our GPU-
based scheme for CESM acceleration. Each Tesla K80 GPU
has 4992 CUDA cores, and its double-precision perfor-
mance is up to 2.91TFLOPS. Data transmission between
CPUs and GPUs depends on PCI-e 3.0 bus with 40 lanes.

3.2. Dimensions of Solution Space. ,e first step is to de-
compose the principal component from the original sample.
,e dimension of solution space is selected according to the
accumulative variance ratio. Figure 5 displays the accu-
mulative variance ratio for different component dimensions.

,e fitness value and the elapsed steps for different
component dimensions are shown in Figure 6. Owing to
more principal components, the feature space with a larger
accumulative variance ratio contains more information of
the original space, and a better fitness value can be obtained.
However, as the search space becomes larger, it would take a
long time or more iterations to find the optimal value. From

the figure, it is illustrated that as the dimension of principal
components increases, the fitness value increases slowly, and
the step number increases obviously. ,e difference between
the growth rate of step and the growth rate of fitness value
for dimension� 50 is 9.63%, which is smaller than that of
dimension >50, and it has an appropriate fitness value and
run time.

Combining these two aspects, the top 50 eigenvectors are
selected as the principal components corresponding to the
cumulative explained variance ratio of just over 90% to
balance the efficiency and effectiveness. In other words, the
OPRs are solved in feature space with 50 dimensions. ,e
feature space with m dimensions is far smaller than the
original one, and the scale of the original space is 19538
times larger than that of feature space.

3.3.:eFusion:reshold. In the PGAPSO, the threshold for
GA fusion is determined by the convergence of the PPSO,

Table 2: ,e definition and value of controls parameter in the PGAPSO.

Parameter name Description Value
n Particle number 30
m Dimension of feature space 50
itermax Maximum number of iterations 50
ωmax Upper limit of inertia weight parameter 1
ωmin Lower limit of inertia weight parameter 0.5
c1 Self-awareness coefficient 2
c2 Social-awareness coefficient 2
r1 Random parameter Random value in [0, 1]
r2 Random parameter Random value in [0, 1]
ξ Fusion threshold 20
pc Crossover probability 0.3
pm Mutation probability 0.1

Table 3: ,e pseudocode of the procedures in PGAPSO.

Algorithm 1 pseudocode for PGAPSO
1: transform training data through PCA to obtain principal components Ld with m dimensions
2: initialize population
3: FOR iter� 1 to iter� itermax DO
4: FOR each process i DO
5: restore solution matrix Xi into original space via Xi ∗Ld

6: calculate fitness value J(s0) � F(Mt0⟶ t(S0 + P∗Ld)) under the constraint ϵ
7: END FOR
8: IF norm of particle speed ≤ ξ THEN
9: select individuals according to ps � J(sXi

′)/􏽐 J(sX′ )

10: WHILE count ≤ N/2 DO
11: crossover with probability pc

12: END WHILE
13: WHILE count ≤ N DO
14: mutate with probability pm

15: END WHILE
16: compare fitness values between new generation and parent individuals
17: END IF
18: update particle speed via Xk

pb and Xk
gb

19: update particle position
20: END FOR
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which is presented by the variation of the fitness value
during the iteration process. ,e search state of the algo-
rithm can be inferred by analyzing the change of the fitness

value between two adjacent steps. ,e algorithm is con-
sidered to be at a local optimum when no updating in fitness
value for several iterations. A significant change in the fitness
value between two adjacent steps indicates that the algo-
rithm jumps out of the local optimum, while the fitness value
remains unchanged for a number of steps indicating that the
algorithm converges. ,e variation of the fitness value and
the mean speed norm of the single PPSO algorithm with step
number is shown in Figure 7, where it can be seen that the
PPSO tends to fall into a local optimum at around Step 15,
and the corresponding mean speed norm is about 20. ,us,
the threshold ξ is set to 20 to avoid premature convergence.

3.4. Simulation Duration for OPR. Since the NAO has an
approximated e-folding period of two weeks, the most ap-
propriate simulation duration needs to be determined
within 15 days. 5 days, 7 days, 10 days, and 15 days are
selected as the optimization times to observe the largest
variation of the NAOI amplitude. Using the PGAPSO with
50 iterations, the distribution of the optimal fitness value at
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Figure 4: ,e parallel architecture of PGAPSO for solving CNOP.
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different simulation durations is illustrated in Figure 8. Each
box extends from the lower (Q1) to the upper quartile (Q3),
and the line in the box refers to the median. Assume that
interquartile range (IQR)�Q3–Q1, then the lower whiskers
extend from Q1 to Q1–1.5IQR, and the upper whiskers
extend from Q3 to Q3 + 1.5IQR. From the box plot, it can be
seen that the 5-day simulation has the narrowest range of the
ΔNAOI, especially for NAO− . ,e 7-day simulation has a
wider variation range of values for NAO− , and the 10-day
optimization is more inclined to evolve into the NAO− . By
contrast, only the 15-day simulation can steadily trigger the
NAO events for both two types of phases.,emaximum and
the minimum values of ΔNAOI are 2.23 and −3.91, which is
much larger than 1 or less than -1.

,en whether the OPRs obtained by PGAPSO can
trigger the NAO events is need to be verified. ,e SLP
difference patterns are acquired by subtracting the SLP data
of the reference state from the output, and these patterns for
different simulation durations, which are generated by 50
iterations, are shown in Figure 9. ,e patterns of 5-day and
7-day simulations are in a state of instability with multiple
dispersed pressure centers. It is found that a strong negative
center appears in the mode of NAO− in 7-day simulation,

and this is the reason for the relatively lower ΔNAOI− in
Figure 8. In the same way, the strong positive center in the
pattern of 10-day simulation also causes the abnormal
ΔNAOI− . ,e typical feature of the NAO event is the dipole
SLP mode located near Iceland and Azores. As shown in
Figure 3, in a typical pattern of NAO events, the positive and
negative SLP fields are symmetrical along 50° N in the North
Atlantic region.,e negative SLP field is located in the north
when NAO− event occurs, while the positive SLP field is in
the north during NAO+ event. Although the approximated
structure of NAO events appears in the 7-day and 10-day
optimization, the pressure cores are dispersed, and they have
not formed a large area of the SLP field with the same phase.
As for the 15-day integration, the dipole centers form and
migrate across the Atlantic Ocean, which is particularly
evident in NAO− . ,erefore, the period of 15 days is selected
as the simulation duration in our experiments.

3.5. Evolution of NAOI and SLP Pattern. To visualize the
effects of PGAPSO, it is compared with several adjoint-free
methods, including the breeding of growth mode (BGM),
random method, single intelligent algorithms like PPSO,
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PCAGA, and the PCA-based bacterial foraging algorithm
(PBFOA) [60]. ,e BGM is one of the representative
methods of the non-CNOP method, which has been put
into operation by the National Centers for Environmental
Prediction (NCEP) [61]. Initially, a small perturbation is
introduced in the control analysis. After model integration,
the difference between the control and perturbation
forecasts is reshaped into the size of the initial perturbation,
and this difference field is superimposed on the new
analysis field. After several iterations, the fastest-growing
perturbation is generated. Such iterative process is
designed to simulate the generation of growing errors
through successive short-term forecasts, as shown in
Figure 10. ,is method selects the fastest-growing per-
turbation over the forecast period and is used as the
baseline method for OPR identification.

Another procedure is the random method, which is a
method based on the CNOP approach without the thought
of intelligence. In each iteration of the random method,
particles always search with the random position, and the
global best position is recorded. ,e search directions of
particles are not affected by the previous iterations and are
completely random. In addition, the PCA-based single
swarm intelligence algorithms PPSO, PCAGA, and PBFOA
are also compared with it. ,ereinto, the PBFOA is a global
optimization algorithm that solves non-gradient optimiza-
tion by simulating bacterial chemotaxis in the solution space.

Owing to the significance of forecast skills in winter [62],
we select two cases (Case 1 and Case 2) in the winter of 53rd

model year to simulate the NAO within 15 days. ,e ref-
erence states of these two cases are displayed in Figure 11(a).
With the similar initial NAOI but different initial conditions,
Case 1 and Case 2 have opposite phases, NAO+ for Case 1
and NAO− for Case 2. Although the NAO event did not
occur on Day 15 in these two cases, the final states with the
relative higher (lower) NAOI display the trend of evolving
into NAO events. ,is ensures that NAO events in per-
turbation states are triggered by OPRs.,erefore, Case 1 and
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Case 2 can be viewed as representative cases to explore the
role of OPRs.

,e NAOI amplitude flows for these methods are dis-
played in Figure 11. ,e black dashed line refers to the
reference state, which is the final state acquired without
perturbations. Compared with the BGM method, CNOP-
type perturbations generally perform better on both NAO+

and NAO− . ,e perturbations generated by the BGM are
effective for forming the structures that reflect the NAO
events in NAO− . However, the BGM does not work well in
NAO+ whether in Case 1 or Case 2. Besides, the NAOI
curves corresponding to the BGM method have a similar
varying tendency in the first 10 days and evolve into the
contrary phases in the final days of the simulation duration.
Since the search directions of random vectors are entirely
random, they do not cause the apparent variation. As for the
single intelligence algorithms including PCAGA, PPSO, and
PBFOA, their results are better than that of the BGMmethod
in NAO+, but approximate to or slightly worse than the
BGM method in NAO− . Notably, only PGAPSO and PPSO
trigger the extremely high NAOI in Case 2, and PGAPSO
outperforms other algorithms in both Case 1 and Case 2.,e
development of perturbations acquired by the BGMmethod
or random method depends on the basic state to some
extent, while the perturbation searched by PGAPSO steadily
makes |NAOI| greater than 2 in both NAO+ and NAO− , and
the results are almost not affected by the initial states.

Figure 12 shows the SLP patterns using these methods in
Case 1. For the NAO+, although the center intensity is
slightly weak in the pattern of PGAPSO, it presents the
principal characteristics of NAO+ events. ,e opposite
pressure fields generate in the center of the Atlantic sector
and are symmetrical about the 50°N. In BGM’s pattern, a
strong positive core appears in the center of the Atlantic
Ocean, while the negative pressure field migrates to the
Norwegian Sea, resulting in the overall structure tilts to the
east. ,e pattern of the random method is almost occupied
by positive pressure, which is mainly located in Irish islands.

,e pattern of the PPSO is close to that of the PGAPSO, with
lower intensity, while patterns of PCAGA and PBFOA have
multiple negative pressure cores and are not in accord with
the typical pattern. Unlike the NAO+, the NAO− displays
similar structures in these patterns, which have the typical
NAO mode with a strong positive center located in Iceland
and the negative center(s) around the Azores. ,e difference
is that the patterns of the BGMmethod, the randommethod,
the PCAGA, and the PBFOA include several discrete neg-
ative cores. In Case 1, the OPRs solved by PGAPSO can
trigger two types of NAO events with typical dipole mode.

,e situation in Case 2 is illustrated in Figure 13. For
NAO+, the OPR obtained by PGAPSO forms an SLP pattern
with noticeable features of the NAO+ event, while the BGM
method, the random method, and the PBFOA generate
irregular SLP fields with scattered centers. ,e PPSO has an
east-tilt negative pressure center with symmetry, and the
pattern of the PCAGA can also be viewed as the NAO event.
For NAO− , the intensities are much lower than the NAO+,
especially evident in patterns of the PCAGA, the PPSO, and
the PBFOA. From Figure 11, it is found that the perturbation
state has a larger probability of moving to the contrary phase
of the reference. while OPRs obtained by the PGAPSO can
still make the basic state evolve into the NAO event that has
the same phase as the reference state.

To observe the evolution of the NAO events during the
15-day simulation period, SLP difference fields triggered by
CNOPPO and CNOPNE on Day 1, Day 5, Day 10, and Day 15
are plotted in Figure 14. It can be seen from the figure that
the SLP difference patterns do not show any changes on the
first day—just after the perturbations are superimposed. On
Day 5, the difference is still unnoticeable, and a relatively
concentrated pressure center appears in the Greenland Sea
only in the mode for NAO− . As of Day 10, the change in
pressure difference spreads outward from the center of the
Arctic, and the area of the negative (positive) pressure field
in the Greenland Sea widens, with an increase in intensity.
At the prediction time (Day 15), as the NAO+ event occurs,
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Figure 11: ,e trends of the NAOI amplitude for different methods and reference states. (a) Reference state. (b) Case 1. (c) Case 2.
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the positive pressure over the Arctic Ocean reveals a regime
shift from Day 10, and the negative pressure field around
Iceland evolves into a strong one. ,e positive pressure field
on the North Pacific Ocean also has an increasing trend. For
the NAO− event, the positive cores around the North Pacific
Ocean gather toward the North Pole, and the positive
pressure center on Iceland and Greenland gradually expands
and reaches its peak. In this process, the most obvious stage
of change is from Day 10 to Day 15, and the large difference
of pressure and the dipole mode is formed at this stage. ,is
also confirms the conclusion that the role of the nonlinear
process is mainly at the end of the prediction phase.

3.6. CNOP Pattern. In this section, the structures of the
CNOPs that trigger the NAO event are explored. Figure 15
shows the CNOPs obtained using the PGAPSO method for
Case 1 in the previous section, including zonal wind U,
meridional wind V, and temperature T in the near-surface
layer. Figure 15(b) is the CNOP corresponding to the NAO+,
and the positive temperature structure appears in the Arctic
Ocean region, accompanied by the wind from the Arctic to
the Pacific Ocean. A negative temperature field distributes
near Iceland, with the wind perturbation direction from the
Arctic to the Atlantic. ,e wind direction of negative-phase
CNOP is opposite to that of positive-phase CNOP in the
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Figure 12: ,e SLP anomaly patterns obtained by multiple methods for NAO+ and NAO− in Case 1.
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Arctic Ocean and near Iceland, and the intensity of tem-
perature is stronger than that of positive-phase CNOP.

For Case 2, the CNOP of the NAO+ has a higher
temperature intensity, while the CNOP of the NAO− has
smaller values in temperatures, along with the monotonous
distribution characteristics. As can be seen from Figure 11
and Figure 12, under the circumstance of the relative high
reference NAOI in Case 1, the amplitude of the CNOP for
NAO+ is tiny compared to the NAO− , and the initial state
after perturbations superposition is more liable to develop
into a NAO− state. ,e situation in Case 2 is similar to Case
1. ,e reference NAOI is in a negative phase, and the
perturbation that can trigger a strong NAO+ event has a

larger intensity.,is could mean that the simulation result is
more inclined to migrate to the opposite phase as the ref-
erence state. It can also be seen from Figures 15 and 16 that,
for the two cases whose reference states are widely different,
the patterns and value ranges of the CNOPs are also sub-
stantially different.

,e distribution of the components of specific humidity
Q, surface pressure Π, and surface geopotential Φ in the
OPRs for Case 1 and Case 2 is shown in Figure 17. ,e
specific humidity has a similar spatial structure height in
NAO+ and NAO− for both cases, but with a slightly higher
intensity in Case 2. In addition, the NAO+ and NAO− of
Case 1 show opposite distributions of specific humidity in

BGM

Random

PCAGA

PPSO

PBFOA

PGAPSO

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

0

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

7500
6000
4500
3000

0

Pa

–1500
–3000
–4500

1500

0

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

0

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

0

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

0

80°N

60°N

40°N

20°N
90°W 57.5°W 25°W 7.5°E 40°E

4000
3000
2000
1000

–1000 Pa

–2000
–3000
–4000
–5000

0

NAO+

NAO-

NAO-

Figure 13: ,e SLP anomaly patterns obtained by multiple methods for NAO+ and NAO− in Case 2.
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the region between the eastern side of Iceland and Scan-
dinavia. ,e spatial structure of surface pressure differs
slightly between NAO+ in Case 2 and the OPRs of other
three groups, specifically the Norwegian Sea and the
northern North American region centered on the Parry
Islands, with only NAO+ of Case 2 being negative in this
region, while the other three groups have positive values. For
surface geopotential, the OPR component of Case 2 is
stronger than that of Case 1, with the common denominator
being the positive radial component from the North Pole to
the Chulechi Sea. Similar to the surface pressure, the surface
geopotential has a similar distribution for both types of NAO
events in Case 1 and NAO− in Case 2, with positive values

over Greenland, positive values over Iceland, positive values
over the Barents Sea coast, etc. In contrast, the surface
geopotential of the OPR in Case 2’s NAO+ shows a large-
scale negative perturbation.

Large uncertainties have been triggered by the OPRs
containing several variables, and the OPR only with tem-
perature is also found to have a significant impact on the
NAO. Following the above procedure, temperature per-
turbations are limited under a constrained condition of
1/D∗􏽒

D
􏽒
1
0 T′

2dσdD≤ 100 and are superimposed on the
25th layer, corresponding to the level of 7.389 (near the
surface) in the same region with the initial field of Case 1.
Using the PGAPSO, the CNOPs composed of temperature
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are obtained, as illustrated in Figure 18. ,e patterns of
CNOP of NAO+ and CNOP of NAO− have almost converse
structures in the North Atlantic sector. ,ere exists a no-
ticeable pressure difference between Greenland and Iceland,
with several centers in the mid-to-high latitudes and small
cores around the Arctic region. Besides, the positive
anomaly in eastern Europe is also conducive to the for-
mation of the dipole. It aligns with the hypotheses that
atmospherical temperature gradients will result in anoma-
lous poleward atmospherical heat transport and an increased
probability of the NAO reaching its high-index state.

3.7. Performance Analysis. Figure 19 compares the optimal
fitness value of NAO+ and NAO− obtained by these
methods. ,ereinto, the BGM method has good perfor-
mance in the OPR identification of NAO− , but suffers from
deficiencies in the NAO+, while the random method is less
effective. Among the single intelligence algorithms, the
recognition result of OPR for NAO+ is generally better than

that of NAO− ’s OPR, with PPSO achieving relatively higher
value. ,e effectiveness of PGAPSO is further improved,
especially in the case of NAO− . ,is also demonstrates the
ability of the hybrid algorithm to improve the search for
superiority over the single intelligence algorithms.

Figure 20 shows the stability of these algorithms, and the
stability is measured using the standard deviation. As can be
seen from Figure 10, the results in each step of the BGM are
determined by the previous step; thus the result is a constant
with a standard deviation of 0. As for other methods, the
random method is the least stable; PPSO is more stable for
OPR identification at NAO− but fluctuates greatly at NAO+;
PCAGA, PBFOA, and PGAPSO have similar stability, with
PGAPSO having the highest stability at NAO+. It is proved
that the robustness of PGAPSO is also reasonable.

In this paper, the convergence of the above algorithm is
explored by recording the changes of the fitness values, as
shown in Figure 21. ,e convergence of the BGM method is
not analyzed since its results are constants. As mentioned in
Figure 7, if the fitness values continue to remain unchanged
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Figure 19: ,e NAOI values of NAO+ and NAO− using several methods.
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for a long time, the algorithm is considered to be converged.
,e random method converges faster but with lower fitness
values due to the lack of guidance on the search direction,
resulting in lower efficiency; PCAGA continues to be at a local
optimum around 19 steps, resulting in a limited effect of the
algorithm; PPSO jumps out of the local optimum more often
and has a stronger global search capability; PGAPSO still
achieves better fitness values in NAO+ and NAO− . In the
early stage of the algorithm’s search, PGAPSO has the most
times to jump out of the local optimum, which led to frequent
updates of the optimal fitness values and achieves better
results, converging at 35 steps (NAO+) and 32 steps (NAO− ),
respectively. PGAPSO has an increased update number of
optimal fitness values compared to PPSO, indicating that the
randomness of the algorithm is improved by combining the
GA. ,e capacity for jumping out of the local optimum is
enhanced and premature convergence is avoided. ,e con-
vergence of the PBFOA performs between PCAGA and

PPSO. ,e results show that the PGAPSO algorithm has
better global search capability in early stage and local search
capability in late stage, resulting in strong convergence
(Figure 21).

To manifest the performance improvement of parallel
PGAPSO, Figure 22 compares the runtime of parallel
PGAPSO and serial PGAPSO in one iteration. Due to the
limitation of computing resources, experiments are con-
ducted on no more than 1080 CPU cores. From Figure 22, it
can be seen that when the number of CPU cores is more
than 720, it will take longer to run the serial algorithm.
When the overmuch CPU cores are assigned to the serial
program, the frequent communications would make the
runtime increase. In contrast, the parallel version can make
full use of resources, and its execution time keeps going
down.

,e speedup ratio, which raises with the increasing CPU
cores’ number, is displayed in Table 4. With 1080 CPU cores,
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PGAPSO, based on the parallel scheme, achieves a speedup
of 40.2× compared to its serial version.

4. Discussions and Conclusions

Initial condition errors are critical factors that result in
uncertainty when simulating and predicting the NAO, and
the NAO simulation can be improved by reducing the
errors in the initial condition. As a type of initial condition
error, the OPR would cause the largest prediction error and
eventually evolve into climate events. ,erefore, the re-
search of OPRs would help to reveal the dynamic processes
related to the NAO events and improve the prediction
accuracy.

In this paper, a CNOP-based approach PGAPSO is
adopted to study OPRs of the NAO using CESM. Since the
CESM does not have a corresponding adjoint model, CNOP
cannot be solved through the adjoint-based method men-
tioned in the previous works, such as SQP and SPG2. First,
the optimization time is determined from experiments.
,en, the perturbations, which contain the variables of zonal
wind, meridional wind, temperature, specific humidity,
surface pressure, and surface geopotential, are superimposed
on the basic state over the Arctic region. ,e OPRs of two
cases in winter (DJF) are investigated with different initial
states. To validate the effectiveness of the PGAPSO, the
trends of the NAOI amplitude and SLP anomaly patterns are
compared to the BGM method, the random method, and
single swarm intelligence algorithms like PCAGA, PPSO,
and PBFOA. It is indicated that the OPRs obtained by
PGAPSO can trigger the NAO events with the typical dipole
pattern and have the largest |ΔNAOI|. ,e SLP variation in
the northern hemisphere is traced during simulation time,
and the features of teleconnection patterns are identified via
the SLP difference mode.

,e OPRs’ structures for both NAO+ and NAO− in these
two cases are also analyzed. ,e wind directions of NAO+

and NAO− present the opposite mode around the Arctic
Ocean and Iceland. ,e temperature perturbations over
Greenland island would promote the occurrence of NAO
events; the experiments with OPRs containing the only
temperature also confirm this. Specific humidity and surface
pressure present a similar spatial structure in the two types of
NAO in both cases, while surface potential heights are
distinctive in the region from the North Pole to the Chukchi
Sea. It is also demonstrated that even slight errors (see
NAO− in Case 2) may cause a large uncertainty in
simulation.

,e improvement in solution quality, robustness, and
solution efficiency of the PGAPSO algorithm is analyzed in
terms of effectiveness, stability, and convergence. Compared
with the BGM method, the random method, and single
intelligence methods mentioned above, it is confirmed that
the improvement in the PGAPSO algorithm helps to im-
prove the quality of the search and the convergence speed
and also has a better stability. Moreover, multiple parallel
frameworks are applied in this work to improve efficiency.
,e parallelization mainly consists of two parts: paralleli-
zation of the algorithm with MPI and acceleration of CESM
using CUDA. It significantly enhances the performance and
achieves a speedup of 40.2×.

Our future work is to apply the PGAPSO algorithm to
study other climatological phenomena with the CNOP
method. In this work, the CESM is regarded as a black box
program. It is convenient to transplant the solver framework
to other numerical models. Our approach will be applied to
models that have high dimensions or have no corresponding
adjoint model.
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[32] C. Büskens andH.Maurer, “SQP-methods for solving optimal
control problems with control and state constraints: adjoint
variables, sensitivity analysis and real-time control,” Journal of
Computational and Applied Mathematics, vol. 120, no. 1-2,
pp. 85–108, 2000.

[33] D. C. Liu and J. Nocedal, “On the limited memory BFGS
method for large scale optimization,” Mathematical Pro-
gramming, vol. 45, pp. 503–528, 1989.

[34] Q. Zheng, “Conditional nonlinear optimal perturbations
based on the particle swarm optimization and their appli-
cations to the predictability problems,” Nonlinear Processes in
Geophysics, vol. 24, pp. 1–21, 2017.

20 Scientific Programming



[35] B. Wang and X. Tan, “Conditional nonlinear optimal per-
turbations: adjoint-free calculation method and preliminary
test,”Monthly Weather Review, vol. 138, pp. 1043–1049, 2010.

[36] Q. Zheng, Y. Dai, L. Zhang, J. Sha, and X. Lu, “On the ap-
plication of a genetic algorithm to the predictability problems
involving On-Off switches,” Advances in Atmospheric Sci-
ences, vol. 29, 2012.

[37] R. J. Ma, Yu Nan-Yang, and J. Yi Hu, “Application of particle
swarm optimization algorithm in the heating System planning
problem,” :e Scientific World Journal, vol. 2013, Article ID
718345, 11 pages, 2013.

[38] B. Mu, “PPSO: PCA based particle swarm optimization for
solving conditional nonlinear optimal perturbation - Scien-
ceDirect,” Computers & Geosciences, vol. 83, pp. 65–71, 2015.

[39] S. Wen, S. Yuan, and B. Mu, “Robust PCA-based genetic
algorithm for solving CNOP,” in Proceedings of the Inter-
national Conference on Intelligent Computing, Springer In-
ternational Publishing, Fuzhou, China, August, 2015.

[40] L. L. Zhang, “CNOP-based sensitive areas identification for
tropical cyclone adaptive observations with PCAGAmethod,”
Asia-Pacific Journal of Atmospheric Sciences, vol. 53, pp. 63–
73, 2017.

[41] J. Ren, S. Yuan, and B. Mu, “Parallel modified artificial bee
colony algorithm for solving conditional nonlinear optimal
perturbation,” in Proceedings of the IEEE International
Conference on IEEE International Conference on High-per-
formance Computing & Communications, IEEE International
Conference on Smart City IEEE, Sydney, Australia, Decem-
ber, 2016.

[42] J. Yan, “Parallel dynamic search fireworks algorithm with
linearly decreased dimension number strategy for solving
conditional nonlinear optimal perturbation,” in Proceedings of
the 2017 International Joint Conference on Neural Networks
(IJCNN), IEEE, Anchorage, Alaska, USA, May, 2017.

[43] S. Yuan, M. Li, and B. Mu, “PCAFP for solving CNOP in
double-gyre variation and its parallelization on clusters,” in
Proceedings of the IEEE International Conference on IEEE
International Conference on High-performance Computing &
Communications, IEEE International Conference on Smart
City IEEE, Sydney, Australia, December, 2016.

[44] B. Mu, L. Zhang, S. Yuan, and W. Duan, “CNOP based on
ACPW for identifying sensitive regions of Typhoon target
observations with WRF model,” Nonlinear Processes in
Geophysics Discussions, pp. 1–24, 2019.

[45] L. Zhang, “A novel approach for solving CNOPs and its
application in identifying sensitive regions of tropical cyclone
adaptive observations,” Nonlinear Processes in Geophysics,
vol. 25, pp. 693–712, 2018.

[46] J. E. Kay, C. Deser, A. Phillips, A. Mai, and C. Hannay, “,e
community Earth System model (CESM) large ensemble
project: a community resource for studying climate change in
the presence of internal climate variability,” Bulletin of the
AmericanMeteorological Society, vol. 96, no. 8, pp. 1333–1349,
2015.

[47] F. Lehner, “Climate and carbon cycle dynamics in a CESM
simulation from 850 to 2100 CE,” Earth System Dynamics,
vol. 6, no. 2, pp. 411–434, 2015.

[48] W. G. Large and J. M. Caron, “Diurnal cycling of sea surface
temperature, salinity, and current in the CESM coupled cli-
mate model,” Journal of Geophysical Research Oceans,
vol. 120, pp. 3711–3729, 2015.

[49] S. C. Swenson and D. M. Lawrence, “A new fractional snow-
covered area parameterization for the Community Land

Model and its effect on the surface energy balance,” Journal of
Geophysical Research: Atmospheres, vol. 117, p. D21, 2012.

[50] S. M. Hagos, “A projection of changes in landfalling atmo-
spheric river frequency and extreme precipitation over
western North America from the Large Ensemble CESM
simulations,” Geophysical Research Letters, vol. 43,
pp. 1357–1363, 2016.

[51] E. N. Lorenz, “A study of the predictability of a 28-variable
atmospheric model,” Tellus, vol. 17, no. 3, pp. 321–333, 1965.

[52] M. Mu, F. Zhou, and H. Wang, “A method for identifying the
sensitive areas in targeted observations for tropical cyclone
prediction: conditional nonlinear optimal perturbation,”
Monthly Weather Review, vol. 137, pp. 1623–1639, 2009.

[53] Q. Liu, “On the definition and persistence of blocking,” Tellus,
vol. 46, pp. 286–298, 1994.

[54] J. Kennedy and R. Eberhart, “Particle swarm optimization,”
Icnn95-international Conference on Neural Networks, IEEE,
vol. 4, pp. 1942–1948, 1995.

[55] J. J. Grefenstette, “Genetic algorithms and machine learning,”
Machine Learning, vol. 3, pp. 95–99, 1988.

[56] D. M. Coleman and D. R. Feldman, “Porting existing radi-
ation code for GPU acceleration,” Ieee Journal of Selected
Topics in Applied Earth Observations and Remote Sensing,
vol. 6, pp. 2486–2491, 2013.

[57] M. Huang, “Massive parallelization of the WRF GCE model
toward a GPU-based end-to-end satellite data simulator unit,”
Ieee Journal of Selected Topics in Applied Earth Observations
and Remote Sensing, vol. 8, pp. 1–13, 2015.

[58] S. K. Korwar, S. Vadhiyar, and R. S. Nanjundiah, “GPU-
enabled efficient executions of radiation calculations in cli-
mate modeling,” in Proceedings of the 2013 20th International
Conference on High Performance Computing (HiPC), De-
cember, 2013.

[59] I. Carpenter, R. K. Archibald, and K. J. Evans, “Progress
towards accelerating HOMME on hybrid multi-core sys-
tems,” International Journal of High Performance Computing
Applications, vol. 27, no. 3, pp. 335–347, 2013.

[60] K. L. Du and M. Swamy, Bacterial Foraging Algorithm,
Springer International Publishing, New York, NY, USA, 2016.

[61] Z. Toth and E. Kalnay, “Ensemble forecasting at NCEP and
the breeding method,” Monthly Weather Review, vol. 125,
1997.

[62] E. R. Cook, “A euro-mediterranean tree-ring reconstruction
of the winter NAO index since 910 C,” E. Climate Dynamics,
vol. 53, no. 3, pp. 1567–1580, 2019.

[63] B. Mu, J. Li, S. Yuan, X. Luo, and G. Dai, “A parallel hybrid
intelligence algorithm for solving conditional nonlinear op-
timal perturbation to identify optimal precursors of North
Atlantic oscillation,” Nonlinear Processes in Geophysics Dis-
cussions, pp. 1–24, 2019.

[64] B. Mu, J. Li, S. Yuan, X. Luo, and G. Dai, “Optimal precursors
identification for North Atlantic oscillation using CESM and
CNOP method,” Nonlinear Processes in Geophysics Discus-
sions, pp. 1–29, 2020.

Scientific Programming 21


