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A DNN-based cost prediction method is proposed for the di�cult problem of cost calculation in engineering cost accounting,
combined with deep neural networks. Firstly, we introduce the basic information of arti�cial neural network and select the DNN
structure to calculate the engineering cost price according to the characteristics of the data related to engineering cost price.
Secondly, the DNN-based engineering cost price prediction model is constructed, and the two types of index systems, engineering
characteristics and list item characteristics, are used as model inputs. In addition, the total quotation and each subitem engineering
quotation and tax are used as model outputs by analyzing previous relevant studies. Based on this, simulation experiments are
conducted on the DNN-based engineering cost price prediction model, and it is concluded from the training model that the DNN
model has a better prediction e�ect. Among them, the relative error of total price forecast by DNN is 4.203%, and the relative error
of integrated unit prices V1 and V2 is 2.98% and 4.52%, respectively, with small relative error. Finally, by reasonably adjusting the
integrated unit price, the cost price of the integrated unit price and the cost price of the total o�er can be calculated.

1. Introduction

In recent years, with the continuous improvement of
China’s economic level and comprehensive national power,
construction projects have been developing, and more and
more construction enterprises have been born.�e surge of
construction enterprises brings great pressure and chal-
lenges to the construction engineering market, and it is
increasingly di�cult for construction engineering to gain a
foothold in the market and continue to grow and develop.
With the slowdown of economic development, construc-
tion enterprises should enhance their competitiveness and
base themselves on domestic and international markets.
�e primary task is to reduce the project cost scienti�cally.
�e cost of the enterprise is controlled within a reasonable
plan to maximize the pro�t of the enterprise. �erefore,
cost forecasting for construction enterprises is an inevitable
trend in the current construction industry and is an ex-
tremely important task. However, most of the engineering
cost forecasting methods on the market at present have
problems such as unscienti�c methods and uncritical
processes, which cannot e�ectively improve the competi-
tiveness of enterprises and are not conducive to the long-

term development of construction enterprises [1–7]. In this
regard, Xu et al. proposed to use BP neural network to
predict the project cost of substation and introduced
sparrow search algorithm (SSA) to optimize the pa-
rameters of traditional BP algorithm. �e results show
that this method has high prediction accuracy. Sharqi and
Bhattarai compared several machine learning algorithms
such as ELM and PLS and used them to predict the cost of
�eld channels. �e results show that the SC model has
great potential. Xiaodong et al. used SIMCA-P algorithm
to predict the cost of dynamic real estate projects. �e
results show that the average error of prediction is
0.006582346, showing high accuracy. However, the above
methods mainly use the traditional machine learning
algorithm.

Based on this research, a DNN-based engineering cost
price prediction model is constructed by combining the
widely used deep learning and giving full play to its learning
and classi�cation characteristics. �rough this model, the
accurate prediction and classi�cation of construction project
cost are realized. It provides a scienti�c and e�ective cost
prediction method for the construction industry, which has
a certain practical signi�cance. �e deep learning algorithm
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to predict the project cost is also an innovation of this paper,
giving full play to the characteristics of deep learning and
improving the accuracy of prediction.

2. DNN

Compared with other neural network structures, the main
feature of DNN is its excellent nonlinear processing capability.
�anks to the compact and e�cient nonlinear mapping
structure, DNN can handle mathematical and physical
problems with larger datasets and more complex features. In
addition, DNN can take full advantage of its own multiple
hidden layer structure to train a large amount of data, and
generally the accuracy of the results used for prediction will be
higher. More layers indicate a more complexmodel, which has
better nonlinear characteristics and can learn richer features.
�eoretically, the links between the layers of the network
structure are fully linked and the neurons of each layer can also
be connected to each other [8–11]. �erefore, combined with
experience, DNN is selected. �e neural network structure of
DNN is shown in Figure 1, which contains multiple hidden
layers, an input layer, and an output layer.

As can be seen from the above �gure, the DNN structure
mainly consists of an input layer, a hidden layer, and an
output layer. �e network is characterized by the inclusion of
multiple implicit layers. �e input layer is represented as
X � [x1, x2, xn], which is an n-dimensional column vector.
�e input data can be wind power, wind speed, wind di-
rection, temperature, etc. In the input layer, the activation
function is the standard constant function, and the input
quantity needs to be transformed by the standard constant
function and then output to the �rst layer. (wn, bn) denotes
the weight parameter wn for the n implied layers and the
threshold parameter bn. �e data in the hidden layer are
derived from the input of the upper layer. After nonlinear
processing of the input variables using the activation function
of this layer, the output of the processed data is then passed to
the lower layer, and the �nal output combined with y is
obtained, which is the value of wind power to be predicted.

�e DNN can be expressed as follows [12–15].
�e output value after the data into the classi�cation

water processing is transferred to the hidden layer using the
input layer, and the �rst relationship of hidden layer input
and output is obtained and expressed as

R1 � f w1 ·X + b1( ), (1)

where R1 denotes the output matrix of the �rst hidden layer
and wi and bi denote the weight parameter and threshold
parameter between the input layer and the �rst hidden layer,
respectively.

If the �rst hidden layer variable is denoted as r1,p, i.e., the
pth variable,w1,p,i denotes the ith cause in the pth row of the
weight matrix between the input layer and the �rst hidden
layer, b1,p denotes the pth variable value in the threshold
vector between the input layer and the �rst hidden layer, and
then each output value in R1 is the value obtained from the
original column vector x transformed by the activation
function f as follows:

r1,p � F ∑
n

i�1
w1, pi •Xi + b1.p . (2)

According to the principle of DNN, the output of the
previous hidden layer is the input of the next hidden layer,
and then the output Rm expression of the mth hidden layer
of the DNN model is

Rm � f wm •Rm−1 + bm( ). (3)

�e input quantity X is processed by the input layer and
transmitted to the hidden layer, and after performing the
hidden layer processing, it is transmitted to the output layer,
which can be expressed as

y � g wn+1 •Rn + bn+1( ), (4)

where wn+1 and bn+1 denote the weight parameter and the
threshold parameter between the last hidden layer and the
output layer, respectively, g denotes the activation function
of output layer in DNN.

�e activation function is a tool for nonlinear processing
of the output quantity of each layer, which can enhance the
data processing and optimization ability of neural networks.
�e common activation function sigmoid can be expressed
as [16–19]

sigmoid(x) �
1

1 + e−x
, (5)

where x indicates the input variable and e indicates the
constant, which takes the value of 2.7183.

3. Cost Prediction Model Construction
Based on DNN

Combining the good nonlinear mapping ability and strong
generalization ability of DNN, this paper uses the DNN
model to predict engineering cost.

Input layer Hidden layer1 Hidden layer2 Output layer

Figure 1: DNN with 2 hidden layers.
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3.1. Inputs to the DNN Model. 'ere are many factors af-
fecting the cost price of construction projects, and these
factors influence and relate to each other. In order to analyze
the project cost comprehensively, this paper refers to the
research results of some scholars and divides these influ-
encing factors into engineering characteristics and list item
characteristics.

3.1.1. Engineering Characteristics. For the engineering
characteristics, the indicators are divided as shown in
Table 1.

3.1.2. List Item Characteristics. 'e list items are usually
coded with 12 bits, and the first 9 bits of the code are set
according to the different categories. Based on this, con-
versions are made between the inventory codes and the
model.'e last 3 bits of the code are coded in order from 001
according to the specific conditions of the construction
drawings, and the item code cannot be repeated.

'e list item characteristics are the same as the engi-
neering characteristics, which need to be classified and given
the corresponding values according to the description of the
item characteristics, and if there is no subitem in the list, it
will be given 0. Due to the large amount of inventory item
data, quantification of the entire engineering characteristics
has great complexity, so this paper takes the two subprojects
of solid brick walls and beamed slabs as examples for
quantification, as shown in Table 2.

3.2. Outputs of the DNN Model. When judging the project
cost, we usually use methods such as checking and comparing
to reasonably judge the total quotation and each subitem
project quotation and tax, among which the total quotation
and subitem project quotation are the main judging contents.
For this feature, it is used as the output of the DNN model to
reasonably predict the price, and thus a reference is provided
for the expert’s evaluation. In summary, the inputs and
outputs of the DNN model are shown specifically in Table 3.

3.3. DNN Structure Design

3.3.1. Network Parameter Selection

(1) Activation Functions. In order to make the DNN model
more expressive, a nonlinear function needs to be intro-
duced as the activation function. 'e commonly used ac-
tivation functions include sigmoid function, ReLU function,
and tanh function. Since the DNN model is prone to gra-
dient disappearance or explosion when reverse transfer is
performed, the ReLU function can solve this problem, and
the convergence speed of the ReLU function is faster, so the
ReLU function is used as the activation function in this
paper. Its function image is shown in Figure 2.

(2) Loss Functions. 'e loss function is used to represent the
difference between the true value Y and the predicted value
f(x) of the model. If the loss function is smaller, the model

has stronger fitting ability and higher precision. In general,
the loss function is denoted by L(Y, f(x)), and its standard
form is [20]

L(Y, f(x)) � 􏽘(Y − f(x))
2
. (6)

(3) Weight Initialization. Before the model is trained, the
weights need to be initialized. 'e current weight initiali-
zation methods include two main types: one is to initialize
the weights to very small values, and the other is to set the
weights to +1 and −1 with equal numbers. Considering that
the second method is too subjective, in order to reach better
effect of the model training, the first method is used in this
paper to initialize the weights with random numbers in the
range of [−1, 1] that fit the normal distribution.

(4) Network Structure. 'e network structure mainly in-
cludes network nodes and hidden layer, which directly
affect the performance of DNN. Generally, only one hidden
layer is considered, and under this hidden layer, the op-
timal hidden node is found. Figure 3 shows the error of
different nodes under a hidden layer after 500 calculations.
According to the results of Table 4, when the hidden node is
23, the error is the smallest, but it is still difficult to meet the
requirements.

Generally speaking, the more the hidden layers, the
higher the accuracy of the model, so a DNN model with 2
hidden layers is used. After determining the number of
hidden layers, the number of hidden layer nodes is

Table 1: Engineering characteristic indicators and categories.

Building height X1

Engineering characteristic
influencing factor

Total building area X2
Standard floor building area X3

Standard floor height X4
Number of floors above ground X5

Basement floor height X6
Number of basement floors X7

Basement floor area X8
Floor area X9

Construction period X10
Building type X11
Structure type X12

Foundation form X13
Foundation soil type X14

Type of door and window X15
Site condition X16

Table 2: Quantification of solid brick wall and beam slab project.

Project code Project name Project characteristics

0103022001 Solid brick wall

Quantity of work U10
Brick variety U11
Wall type U12

Mortar strength U13

106062001 Beam slab
Quantity of work U20
Concrete type U21
Strength grade U22

Scientific Programming 3



determined. Generally speaking, if the number of nodes in the
hidden layer is insu�cient, it will cause poor learning ability of
the model, thus increasing the error; if it is too large, it will
cause over�tting phenomenon and reduce the generalization
ability of the model. By analyzing the previous experience, the
optimal ratio of the number of nodes in �rst hidden layer to
that in second hidden layer is 3 :1.�erefore, when the number
of nodes in the two layers is set to 15 and 5, respectively, the
�nal DNN structure is shown in Figure 3 [21–24].

4. Simulation Experiments

4.1. DNN Model Training

4.1.1. Model Training Samples and Environment. �e sample
data of this model come from an engineering cost website, in
which nearly 20 sets of engineering cost data from a certain

region are selected as samples, including 15 sets of training
samples and 5 set of testing samples. �e model writing
procedure uses the Spyder software in Python environment,
and the model is trained using an improved BP algorithm
that introduces a momentum term, which allows the error
surface to avoid falling into local minimum and thus obtains
a more optimal solution. Let the learning rate η be 0.001,
momentum coe�cient α be 0.8, iterations be 5000, and the
error range ε be less than 0.001.

4.1.2. Model Training and Results. Before conducting the
model training, the sample data need to be normalized to
control the data output and input within the interval, and the

Table 3: Input and output parameters of the DNN model.

Input Output
Building height X1

Total quotation Y

Total building area X2
Standard ©oor building area X3
Standard ©oor height X4
Number of ©oors above ground X5
Basement ©oor height X6
Number of basement ©oors X7

Basement ©oor area X8

Integrated unit price V1

Floor area X9
Construction period X10
Building type X11
Structure type X12
Foundation form X13
Foundation soil type X14
Type of door and window X15
Site condition X16

0103022001 (solid brick wall)

Quantity of work U10

Integrated unit price V2

Brick variety U11
Wall type U12

Mortar strength U13

106062001 (with beam slab)
Quantity of work U20
Concrete type U21
Strength grade U22
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Figure 2: ReLU function image.
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Figure 3: Schematic diagram of DNN structure.
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error value is about 0.00289 after 5000 iterations of this
model calculation, as shown in Figure 4. �e �tted curves of
the total quotation and the integrated unit price of the
branch subitem project are shown in Figure 5, from which it
can be seen that the curve �tting e�ect of the sample value
and the actual value is consistent.

In order to compare the prediction e�ect of DNN, BP
neural network is introduced while DNN prediction is
carried out.�e comparison results show that the prediction
of DNN is closer to the real price, while the error between BP
neural network and the real value is large. It is concluded
that the prediction e�ect of DNN is better.

In order to verify the e�ectiveness of the DNN model in
practical applications, the trained DNNmodel is used to test
the test sample, i.e., by analyzing the test sample error, if it is
within the error range, it means the DNNmodel has validity.
In this paper, a set of test samples is randomly selected for
testing, and the output values are shown in Table 5.

As can be seen from the above table, the relative errors
between the output values of DNNmodel and the true values
are all below 5%, which indicates that the DNN model can
predict the engineering cost well.

4.2. Determination of Cost. �e project cost has been pre-
dicted above, but the prediction result is not the cost price
because (1) the model sample is random and does not
consider factors such as individual enterprise management
ability, so the predicted value of the model only belongs to
the social average and (2) when the model is trained, its
output value is the settlement price, including the enterprise
pro�t, while the cost price should be the di�erence between
the settlement price and the pro�t. �erefore, the model
predictions need to be adjusted in order to obtain the cost
price.

4.2.1. Cost Price of Branch Subitem Project. Considering the
characteristics of the branch subitem project cost and the
proportion of the integrated unit price, this paper adopts the
weighted average algorithm to multiply the integrated unit
price by the adjustment factor to obtain the cost price, and
the adjustment method is shown in Table 6. Assuming that P
denotes the cost price and V denotes the model output value,
the adjustment equations are shown in equations (7) and (8)
[25–29].

Adjustment coefficientϕ �∑
5

i�1
αiβi, (7)

cost priceP � Vϕ. (8)

Because of the di�erent proportions of the various costs
of the integrated unit price, statistics on the percentage of the
integrated unit price costs α are required. According to the
�rst 9 digits of the code, the computer �nds the matching list
items, and using Table 6 as an example for proportional
calculation, we can get the percentage of labor cost α1 as
follows:

α1 � 0.207. (9)

In the same way, α2 � 0.657, α3 � 0.008, α4 � 0.025, and
α5 � 0.103. �en, the cost coe�cients of the integrated unit
price are calculated. According to the relevant research, the
labor costs, material costs, construction tool usage costs, and
enterprise management costs are generally not lower than
the average social components of 90%, 98%, 70%, and 70%,
respectively, while some enterprises can make use of zero
pro�t to expand the market, so the pro�t can be ignored. In
this regard, the integrated unit cost factors are shown in
Table 7.

Substituting the above table data into formula (7), the
integrated unit price adjustment factor of solid brick wall can
be calculated as 0.85. Since the integrated unit price output
of the solid brick wall is $468, the cost price is

P1 � V1ϕ1 � 468 × 0.85 � 397.8yuan. (10)

According to the above method, each integrated unit
price can be adjusted to obtain the corresponding cost price.

Table 4: Relationship curve between node and error under single
hidden layer.

Number of hidden layer nodes Error (%)
10 0.83
11 0.52
12 0.67
13 0.48
14 0.49
15 0.55
16 0.8
17 0.7
18 0.45
19 0.53
20 0.3
21 0.27
22 0.38
23 0.3
24 0.32
25 0.54
26 0.39
27 0.46
28 0.34
29 0.36
30 0.42
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Figure 4: Model training error convergence.
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Figure 5: DNNmodel curve �tting e�ect. (a) Total quotation �tting. (b) Integrated unit price V1 �tting. (c) Integrated unit price V2 �tting.

Table 5: Model validation result.
Output variable Output value True value Di�erence value Relative error
Total quotation Y 40 423 575 42 197 507 1773932 4.203%
Integrated unit price V1 488 503 15 2.98%
Integrated unit price V2 359 376 17 4.52%

Table 6: Integrated unit price adjustment method.

Cost components Labor costs Material costs Machinery costs Management costs Pro�t
Cost proportion α1 α2 α3 α4 α5
Cost coe�cient β1 β2 β3 β4 β5

Table 7: Coe�cient adjustment calculation.

Cost components Labor costs Material costs Machinery costs Management costs Pro�t
Cost proportion 0.207 0.657 0.008 0.025 0.103
Cost coe�cient 0.85 0.98 0.70 0.70 0
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'e total cost price of the total quotation can be obtained by
aggregating the adjusted cost prices.

5. Conclusion

In summary, the key to solving the cost pricing problem lies
in the accurate calculation of the project cost price. Based on
previous research, this paper constructs a DNN engineering
cost price prediction model, divides the engineering index
system into two categories: engineering characteristics and
project characteristics, and then randomly selects 20 sets of
sample data to train and predict the model. 'e results show
that the DNN prediction model has less error and can ef-
fectively predict the engineering cost. Since the engineering
cost prediction is random in nature and the result output is
the settlement price, the DNN prediction result is reasonably
adjusted. Specifically, the weighted average algorithm is used
to calculate the cost price of the integrated unit price of each
subitem project and the cost of the total quotation, and
finally the cost price of the whole project is obtained. Also,
the study provides new ideas for the information budget of
engineering cost.

Data Availability

'e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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