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In this study, we employ the active noise control (ANC) method to eliminate the low-frequency part of the noise generated by the
rotation of the axial fan in heating, ventilation, and air-conditioning (HVAC) pipelines. Because the traditional variable step size
least mean square (VSS-LMS) algorithm has poor tracking performance, we propose a variable step size filtered-X least mean
square (FXLMS) algorithm based on the arctangent function to improve the adaptive filtering method of the convergence speed
and noise cancellation effect. The step size of the proposed algorithm can be adjusted according to the error. When the error signal
is significant, a larger step can be obtained, and when the error is small, the step size smoothness of the algorithm can be optimized.
Compared with the traditional VSS-LMS algorithm, the convergence speed of the proposed algorithm is increased by 29%, the
noise reduction effect is enhanced by 19%, and the mean square error (MSE) is reduced by 23% (0.0084). In addition, we developed
a hardware experimental platform based on noise characteristics. In the noise reduction test using a GB/T 5836.2-06 standard
PVC pipeline, the system reduced the noise by 12-17 dB.

1. Introduction

Noise has become one of the three significant pollutants that
cannot be ignored globally due to the development of modern
industry and the constant improvement of people’s desires for a
higher quality of life. In heating, ventilation, and air-condi-
tioning (HVAC) systems [1], the noise generated during using
compressors and axial flow fans is transmitted indoors through
air pipelines, severely affecting people’s production and life [2].
National laws and regulations have become more stringent
regarding noise control requirements that affect public health.
Research on various methods of reducing pipeline noise is
significant for residential buildings, shopping malls, office
buildings, factory workshops, and other comprehensive places
greatly affected by noise [3]. Traditional noise control tech-
niques adopt porous material sound absorption or baffle sound
insulation to reduce pipe noise. Sound absorption and insu-
lation only reduce mid and high-frequency noise but not low-
frequency noise [4]. Active noise control (ANC) technology
can be widely used in noisy environments because of its ef-
fectiveness in low-frequency noise control.

In 1980, Morgan [5] proposed the filtered-X least mean
square (FXLMS) method based on the least mean square
(LMS) algorithm. In 2015, Ardekani et al. [6] modified the
instantaneous gradient estimate by introducing the sec-
ondary path (SP) model to employ the FXLMS algorithm in
ANC systems. In 2015, Zhou et al. [7] proposed a novel
variable step size strategy for adaptive filtering algorithms,
which depends on the sigmoid variable step size LMS (SVS-
LMS) algorithm. Because the change in step size is not
smooth enough, the algorithm generates larger MSEs. In
2016, Wang et al. [8] proposed a sigmoid function called the
antiinterference variable step size LMS (AVSS-LMS)
adaptive filtering algorithm. In 2019, Salman et al. [9]
proposed adding I, or [;-norm penalty term to the cost
function of the traditional LMS algorithm. Salman used the
arctangent and sign functions to constrain weights in the
iterative process of the filter weights to increase the sparsity
of the LMS algorithm and further improve its convergence in
impulse noise environments. In 2020, Bershad et al. [10]
developed a new variable step size NLMS based on switched
piecewise functions. Although the convergence speed is
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improved using the characteristics of each stage, at the
beginning of the iteration, the algorithm still needs to set a
fixed step size, which reduces the weakening effect of the
sensor and environmental noise on the convergence per-
formance of the algorithm. The improved method can re-
duce the steady-state error of convergence, but the
improvement of convergence speed is limited. Since Sal-
man’s method is implemented by adding a penalty to the
cost function, the adjustment of weights is delayed, and the
penalty function is independent of the size of the error.
Although the improved method is highly stable, the con-
vergence effect is not ideal.

In this study, we suggested an optimized step change
strategy for the VSS-LMS algorithm based on the ideas and
research methodologies of Wang et al. [8], Salman et al. [9],
and Bershad et al. [10]. We propose a variable step size
FXLMS algorithm based on the arctangent function. The
improved algorithm uses an inverse tangent function to link
the error to the step size for the complex transformation rule
of the step size in the VSS algorithm, and the transformed
step size will find the optimum within a stable convergence
range and does not require any new information for pre-
diction. This optimization process is fully autonomous and
does not require any perceived intervention, and the noise in
the pipeline can be judged adaptively and effectively elim-
inated. The optimized convergence speed allows the system
to adapt faster to changes in the external environment.
Better robustness indicates that the active noise reduction
system using this algorithm can be applied in a more
complex environment, making the method more widely
applicable to noise reduction in HAVC pipelines. The
proposed algorithm improves the convergence speed of
ANC and ensures the ANC system’s stability. The simulation
proceeds such that the convergence speed of the algorithm
can be increased by 29% compared with that of the Wang
et al. [8], Salman et al. [9], and Bershad et al. [10]. VSS-LMS
algorithms and the noise cancellation effect of at least 12 dB
can be achieved in the ANC experiment of HVAC pipelines.
Simulations and experimental investigations show that using
the proposed algorithm for the low-frequency part of the
noise generated by the axial fan in the pipeline has a better
effect.

The rest of this study is organized as follows: Section 2
introduces the HVAC-ANC system and experimental setup
employed; Section 3 presents the traditional FXLMS algo-
rithm and analyzes the step change strategy of the VSS-LMS
algorithm; Section 4 introduces the improved algorithm, and
Section 5 examines the axial fan noise characteristics in
HVAC pipeline; Section 6 presents the algorithm simulation
and experimental results; Section 7 presents the conclusion
of the study.

2. HVAC-ANC System

2.1. HVAC System. People’s concerns about the health
threats of PM, s, PM; 4, and other particulate pollutants,
allergens, formaldehyde, total volatile organic compounds
(TVOCs), household odors, and gaseous contaminants in
the surrounding air driving forces for developing indoor air
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treatment and purification markets. An HVAC system is a
technology for home environment amenities [11, 12]. The
HVAC system provides thermal comfort and acceptable
indoor air quality, including room temperature control,
oxygen supplementation, and moisture removal. Figure 1
shows an HVAC system mainly composed of axial fans,
HVAC pipelines, air filters, heating, and cooling units.
There are many noise sources in the pipeline, but their
noise characteristics also have certain similarities because
different systems have similar structures [13]. We analyze
the main noise sources in the axial fan of an HVAC system,
and some useful information can be provided for the design
of an ANC system. Figure 2 shows the feedforward ANC
system in an air pipeline. The reference microphone collects
the noise sound wave P1, and the controller outputs a
control signal to the secondary speaker to generate an an-
tinoise sound wave P2. Then, the error microphone receives
the synthesized sound waves P1 and P2 and feeds them back
to the controller. From the combined sound energy density,
when the phase difference between P1 and P2 is 180°, the
combined sound energy density is the smallest. When the
amplitudes of the sound waves P1 and P2 are equal, the
energy of the sound wave reaching the error microphone is
zero, achieving the purpose of active noise reduction.

2.2. Simulation and Experimental Setup. MATLAB 2019 and
COMSOL Multiphysics 5.5 are used to simulate the al-
gorithm. The input signal is Gaussian white noise plus
sinusoidal at the frequency of 50 Hz. The sample number is
set as n, and the expected signal is a single frequency si-
nusoidal signal, as shown in Figure 3. Five comparison
algorithms, including the proposed, fixed step size FXLMS,
piecewise LMS, AVSS-LMS, and Salman algorithm, are
used for comparison. The simulation experiment compares
the convergence speed, MSE, and noise cancellation effect
of the five algorithms. It is obvious from Figure 3 that the
proposed algorithm can eliminate the random noise loaded
in the sinusoidal signal, and the recovered signal has a good
effect.

The experimental computer platform is shown in Fig-
ure 4. A polyvinyl chloride (PVC) pipeline following GB/
T5836.2-06 standard was used in the experiment. The pipe is
820 mm x 110 mm x 110 mm in size, and the size of the tee
connection is 110 mm. The test system uses a Yamaha-UR44
sound card, two Superlux-ECM999 standard acoustic
measurement microphones, and two Philips monitor
speakers. We use one monitoring speaker placed at the end
of the pipe to generate test noise and the other speaker
placed at the pipe tee to generate the cancellation sound
waves. The reference microphone is located near the noise
source during the test, and the error microphone is located
behind the cancellation speaker. The position of the mi-
crophone will have a certain impact on the noise cancellation
effect. It can have a good effect only after the Gaussian white
noise is used for modeling. In practical use, once the
modeling is completed, the position between the micro-
phone and the speaker cannot change; otherwise, the system
will be unstable.
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FIGURE 2: Feedforward ANC system in an HVAC pipeline.
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FIGURE 4: The experimental platform of a pipeline noise control.

3. Active Noise Control Methods

3.1. Fixed Step Size FXLMS Algorithm. The FXLMS algo-
rithm modifies the error gradient estimation; hence, it is
always used in pipeline ANC systems. Figure 5 shows a block
diagram of the ANC system based on the FXLMS algorithm
for air pipeline.

We can see in Figure 5 that d(n) denotes the desired
signal, x(n) denotes the input signal, u(n) denotes the
output signal, e (1) denotes the error between y (n) and d (n),
and w(z) denotes the weight coefficient of the filter. The
FXLMS algorithm employs the Wiener filter [14]. The
Wiener filter is a linear optimal discrete filter. By calculating
the autocorrelation matrix R = E[u(n)u’? (n)] and cross-
correlation matrix p = E[u(n)d * (n)], the filter with the
smallest MSE can be obtained [15]. In order to obtain the
optimal tap weight, the cost function is set as follows:

& = E[d* ()] - w'E[x (n)d (n)] - E[d (n)x" (n)]w

+ wTE[x(n)xT(n)]w.

1

The steps of the FXLMS algorithm are summarized as
follows:

(a) The reference and error microphones collect the
reference input signal x(n) and error signal e(n),
respectively

(b) The output signal u(n) of the FIR filter with a length
of M is calculated, and the output signal u (#) drives
the cancellation loudspeaker.

M-1

u(n) = Z w; (n)x (n — ). (2)

i=0

x (n)

A
~
&

A y(n)

u (n) @)

A\ 4

S(2) (

Xf(n) LMS - e(n)

FiGure 5: Feedforward FXLMS algorithm for an air pipeline.

(c) The filtered-X signal x g’ (n) is calculated as the input
signal of the LMS algorithm, where §; (1) is the i
impulse response coeflicient of the SP S(z) model at
time n.

M-1

Xy (n) = Z S; (n)x (n—1). (3)

i=0

(d) The iteration is repeated until the cost function J (1)
is minimized. Formula (5) indicates that the gradient
of the cost function is obtained, and formula (6)
indicates that the tap of the filter is optimized in the
opposite direction of the gradient.

M-1

2
J(n) =le(n)|* = <d(n)— Ei(n)u(n—i)> , (4)

i=0

o] (n)
ow; ’

1

V]i(n) =

(5)
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w;(n+1) =w;(n) - %‘uV],- (n). (6)

(e) Using formula (6) to renew the weight coefficients of
the LMS algorithm adaptive filter iteratively,

W (n+1) = W (n) - 2ue (m)xe (n), 7)

where y is the set convergence step size, and e (n) is the error
signal at the first iteration e(0) = 0. The step is fixed in the
original LMS algorithm [16]. However, the inherent limi-
tation of the fixed p needs an adjustment between fast
convergence rate and limited misalignment. The step size
range is expressed as the following formula to maintain the
stability of the FXLMS algorithm.

2
<p< .
S e (1)) ®)

The FXLMS algorithm corrects the error gradient of the
LMS algorithm by adding the estimated value of the SP, so
that the LMS algorithm can converge stably.

The steps of SP modeling are summarized as follows:

(a) A white noise signal is set up by the white Gaussian-
noise generator used as the input S(z) to drive the
cancellation loudspeaker, which is also used as the
input signal S(z) and the reference input signal of
the LMS algorithm

(b) The error microphone collects the output signal of
the cancellation loudspeaker as y (1)

(c) The output signal y(n) of the SP estimation model
S(z) is calculated as

M-1

Y=Y 5 (mu(n-i. (9)

i=0

(d) The output variation between the actual path signal
y(n) and estimated path model ¥ () is calculated as

e(n) =yn) —yn). (10)

(e) The LMS algorithm updates the SP model of the
adaptive filter as follows

i=0,1,2,...,M-1
(11)

s;(n+1) =s;(n) + pe M)y (n—i),

(f) The above process is repeated until the error signal
e(n) = 0, and the coeflicient of S(z) for the FXLMS
algorithm is stored.

3.2. Variable Step Size LMS Algorithm. The VSS adaptive
filtering algorithm uses a variable step factor y (). Changing
the step factor can increase the convergence speed of the
adaptive algorithm and reduce MSE. At the beginning of the
algorithm or when J (n) is large, a larger step size factor y (n)
is used to speed up the convergence. When the convergence

phase or J (n) is small, a smaller step factor is used to reduce
MSE [17].

The AVSS-LMS algorithm based on the sigmoid
function proposed by Wang et al. [8] is a very classic VSS-
LMS algorithm, and its step size factor u(n) is given as

1
pn) = b(l + exp(—aEle(n - 1)e(n)) B 0'5>' (12)

The parameter a is used to handle the steepness of the
sigmoid function and b handles the value range of function.
In this case, formula (7) can be expressed as

Wn+1) =W(n)—2/1(n)xf(n). (13)

Compared with the step size y of the FXLMS algorithm,
the iterative step size y(n) of the AVSS-LMS algorithm is
variable. The initial stage of the algorithm convergence y (n)
has a high rate, implying a high convergence speed. In the
stable stage, y (1) takes a smaller value. When b is 0.02, 0.01,
or 0.005and ais 5, 2, 1, or 0.5, the step size of the AVSS-LMS
algorithm varies with the error.

Figure 6 shows the step size change strategy of the
AVSS-LMS algorithm. The AVSS-LMS algorithm solves the
problem that the stability and convergence speed always
contradict each other. However, the step size of the AVSS-
LMS change is not smooth enough when the error is
limited, and the maximum step size of the function is
limited by this problem. Here, the arctangent function is
used to transform the error nonlinearly. The proposed
algorithm can obtain a larger step size in the introductory
stage. When it is close to stability, the step size changes
smoothly to obtain rapid convergence speed and limited
MSE.

4. Improved Algorithm Using the
Arctangent Function

Although the principles of VSS-LMS algorithms are dif-
ferent, they all employ the basic adjustment strategy [18-21].
Mostly, VSS-LMS algorithms use a larger step size in the
introductory moment of the iteration or when the error is
large to increase the convergence rate. In the stable phase of
the algorithm or when the error is limited [22], a limited step
size factor is used to reduce MSE. This adjustment strategy is
also employed here by introducing the arctangent function
to construct the nonlinear accord between the error function
and step size. The improved method adds three adjustable
parameters for different noises. The improved step change
coeflicient is given as

3
) = b( (1+exp (-alarctan (e (m)))°) 1)’ o

where p(n) represents the step value obtained when the
error at the time nis e (n), and a, b, and c are the user-defined
parameters and constants. The arctangent function is used
for three reasons; it is nonlinear, bounded, and continuous.
These three points can ensure the convergence and stability
of the function.
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FIGURE 6: Variation of the step size of the AVSS-LMS algorithm
with error.

4.1. Effect of Step Size on the Algorithm. We conclude from
formula (15) that increasing the step size factor can reduce
the learning time and converge a little time. However, the
small step length will boost the number of iterations [23],
thus reducing the convergence acceleration of the algorithm.

1
2:” (n)/lmin

where 7, i, represents the smallest eigenvalue of the
autocorrelation matrix of the input signal and A,;, repre-
sents the minimum MSE that can be obtained by the al-
gorithm. Therefore, to solve the problem of the stability and
convergence speed always contradicting each other [24]
when the fixed step size adaptive filtering algorithm is tested
to the active control of pipeline noise, the strategy of
changing the step size is employed. Formula (16) shows that
the steady-state error is directly proportional to the step size.
As the step size increases, the steady-state error increases
[25].

> (15)

Tmse, min ~

_uln)
)

Mk

As (16)

&
k

Il
—

where A, is the eigenvalue of the autocorrelation matrix
u(n). Formulas (15) and (16) show a contradictory rela-
tionship between the convergence rate and stability.

4.2. Effect of Parameter a on the Algorithm. Parameters b and
c are fixed to investigate the effects of parameter a and step
size p of the proposed algorithm. When b=0.03, c=2, and
a=5,2,1,and 0.5 (Figure 7), the step size y of the improved
algorithm varies with the error e(n). With an increase in a,
the step variation curve gradually becomes steep. It means
that a larger parameter a can make the algorithm more
sensitive to error, but when a increases to a certain extent,
the maximum step size of the algorithm will not continue to
increase.
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FIGURE 7: Variation of the step size of the proposed algorithm with
a.

Figure 8 shows that as a gradually increases, the
convergence speed increases rapidly. The convergence
speed of the algorithm is influenced by a. As the value of a
increases, the convergence speed becomes brisker, si-
multaneous bottom becomes sharper, and MSE increases
accordingly. We can see from formula (16) that this is
caused by the increase of step size. Therefore, blindly
increasing parameter a is not a good strategy to improve
the algorithm. It can be seen from Figure 8 that when a > 2,
the increase in the convergence speed of the algorithm is
not so obvious, so the value of parameter a cannot be set
too large.

4.3. Effect of Parameter b on the Algorithm. The influence of
parameter b on the step size p of the improved algorithm is
studied by fixing the parameters a and c¢. When the pa-
rameters a=1, ¢=2, and b=0.005, 0.01, 0.03, and 0.1, the
step size varies with the error, as shown in Figure 9. Pa-
rameter b directly affects the maximum step size of the
algorithm. As b increases, the upper limit of the maximum
step size increases, but very high values of b may increase the
MSE.

As shown in Figure 10, at a smaller b, the convergence
acceleration of the algorithm is greatly reduced. Therefore, to
ensure the high convergence acceleration, stable conver-
gence of the algorithm b should be adjusted according to the
stable convergence conditions shown in the following
formula:

2
foal(xf(n— i))Z.

O<p< (17)

The algorithm will not converge when the variable step
size exceeds the upper limit. Therefore, the reciprocal of the
input signal power is usually used to determine the upper
limit of the step size.
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FIGURE 8: MSE of the proposed algorithm at different a.
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FIGURE 9: Variation of the step size of the proposed algorithm with

b.

4.4. Effect of Parameter c on the Algorithm. The influence of ¢
on the algorithm is studied by fixing a and c. When a, b, and
c are 0.5, 1, 2, and 4, the step size varies with the error, as
shown in Figure 11, and we can see that ¢ directly affects the
smoothness of the bottom of the function; the larger the
value of ¢, the smoother bottom of the function. Without
affecting the steady-state error, increasing the value of ¢
increases the convergence speed of the algorithm to a certain
extent without affecting the stability of the function. Since
the value a directly affects the way of a step change,
according to the variable step strategy, the value c should be
greater than 1. Because exponential growth directly increases
the amount of calculation (Figure 12), the convergence
speed of the algorithm is not significantly increased only by

MSE

Number of iteration

— b=0.03
— b=0.1

-—-— b=0.005
--- b=0.01

FIGURE 10: MSE of the proposed algorithm at different b.

0.05
0.045
0.04
0.035
0.03
0.025
0.02

Step-Size u (n)

0.015
0.01
0.005

Error e (n)

* =2
O c=4

o ¢c=0.5

x c=1

FIGURE 11: Variation of the step size of the proposed algorithm with
c.

adjusting the value of c. Therefore, the value of ¢ needs to be
adjusted after adjusting that of a and b.

4.5. Robustness of the Algorithm. Random noise has a severe
impact on the stability of the adaptive algorithm [26]. A
random addition is needed for a robust solution for the
adaptive filter due to the inevitable noise in the environment,
such as measurement noise and environmental modeling
errors [27]. Therefore, it is necessary to introduce a random
additive interference signal v (n). The expected signal d (n) is
expressed as

d(n) = wl (mu ) +v(n), (18)
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where w, (n) is the optimal tap weight vector of the Wiener
filter. However, because the environment of the system is
unknown, suppose that w,(n) is estimated as w(n), the
expected signal can also be expressed by formula (25).

d(n) =wmun) +e(n). (19)

Since the recursive estimation of w(n) is strictly causal,
in the adaptation cycle n, updating w(n — 1) to w(n) de-
pends only on the current input vector u(n), and the
weighted error vector @ (n) can be defined as

w(n) =w,(n) —wh). (20)

As the measurable error signal relevant to the weighted
error vector w(n), the error without interference is given by

§,(n) =e(n) —v(n)

= [w, (1) - w(m)]"u(n) (21)

= w(n)u(n),

where v (n) is the random additive interference signal, e (n) is
the error signal, and the cause of &, (1) can be known from
formula (20) as the deviation between the optimal solution
w, (n) of the Wiener filter and the actual filter w (n).

We calculate the arbitrary estimator H®, and it is
necessary to calculate the worst-case energy gain from the
interference [28] to the noninterference estimation error in
formula (21). To obtain the bounds of the energy gain, we
can obtain the following formula from the Cauchy-Schwartz
theorem.

[@ (n)u ()] < D () 1 (). (22)

Therefore, by taking formula (21) squared at both ends
and based on the inequality shown in formula (22), the
following conclusions can be drawn:

&, ] < @ (Il (). (23)
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Add interference v(#n) to the right of formula (23), and
since p(n) is always positive and less than 1, we can obtain
the inequality shown in formula.

&, < WD M) +1v (). (24)

When the algorithm converges, it is necessary to ensure
that @ (n+ 1) <@(n), so the inequality shown in formula
(25) can be derived from formula (24):

_ — 2 - —
w @+ DI +[E, )| <ut o) +lv().
(25)
Since the estimated value of the tap @ (n) is monoton-

ically decreasing, we can obtain the inequality shown in the
following formula:

N N
Wl @I+ Y [ <y IO + Y. ().
n=0 n=0

(26)

If formula (23) is brought into formula (26), there must
be an inequality shown in formula (27), which shows that the
proposed method will have good robustness when the fol-
lowing conditions are met.

N
Y vl (27)

n=0

N
Y e <u @) +
n=0

The right side of formula (27) can be divided to the left,
and the symbol y? represents the maximum energy gain.

N 2

Lol ()]
() = sUp —— ool :
VA e @O + Y v ()

(28)

where superscript 2 represents the second norm, and sup
means the supermum upper bound. Assuming the specific
interference sequence is v(n) = -, (n), so formula (28) can
be expressed as

>N olE ]
u @)1 + N1,

Y (u(n) = (29)

Therefore, when the power of the input signal u(n) is
limited, it is lim ZMI\’:OIIu(n)II2 < 00. For any given normal
number A, a parameter vector w(n), and an integer N,
formula (21) can be expressed as

N , N u 2
Y1 =Y | (w, () - w(m) u(n)

n=0 n=0

1 _ 2 30
ZAy(n)”wo(n) w(O)” (30)

Lo e
= @ (0)|*
Ayllw( )i
By eliminating the common term of formula (29) and
keeping the bounds of y?, we can get the result
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2
<y <1 31
1+A_y_ (31)

Formula (31) shows that as the constant A tends to 0, the
maximum energy of the improved algorithm will never
exceed 1. Therefore, the proposed algorithm is H* optimal,
and the system has good stability [29].

5. Characteristics of Pipeline Noise

There are many noise sources in a pipeline. However, due to
the similarity in the structure of different systems, their noise
characteristics are also similar [30]. The rotating noise is the
main source of pipeline noise, and its fundamental fre-
quency can be determined by the number of fan blades and
motor velocity [31, 32]. The noise produced by the axial flow
fan is more than 25 dB (Table 1). Here, we use the POPULA-
JD100 axial fan (Figure 13).

The noise generated by the axial fan can be calculated
using the following formulas [33]:

PWL = 56lgV + 10lg( p,c,’LZ) - 15.23, (32)
V= 27rr<£>, (33)

60
bs = Pi * Pa (34)

SPL = 56lgV + 10lg( p,c,'LZ) - 15.23

(35)
— 20lg (47 d) +10.99.

The static pressure p; = 101325(Pa), dynamic pressure
Ppgq = 274 (Pa), motor speed n = 2450 (rpm), average width of
the fan blade C,, = 0.015(m), leaf height L = 0.020 (m), and
the number of leaves Z = 10. d is the measured distance, and
the constant number 15.23 is the empirical value. The
simulation is performed according to formula (35). The
noise of the axial fan is mainly produced by monopole,
dipole, and quadrupole noise sources [34]. Monopole noise
is mainly caused by a change in the gas volume [35], dipole
noise by the fluctuation of the static pressure on the impeller
surface, and quadrupole noise by viscous stress radiation
[36]. Due to the low air velocity of the JD100 axial flow fan,
the monopole noise source can be ignored, and in the case of
a low Mach number, the quadrupole noise source can be
ignored. Therefore, the aerodynamic noise of the JD100 axial
fan is mainly a dipole noise source. Axial flow fans produce
different noises under different working conditions, and
their frequency, sound pressure, and speed are not linear.
According to formula (35), the sound pressure spectrum
distribution of JD100 axial flow fan at different distances
from 0 to 2500 rpm is studied. Figure 14 shows that the
fundamental frequency and harmonics of the aerodynamic
noise generated by the JD100 axial flow fan gradually in-
crease with speed. The maximum frequency of noise is
obtained at a speed of 2500 rpm. The main frequency of the
rotating noise is below 4 kHz, which indicates medium and
low-frequency noise. It is difficult to reduce this part of noise
using the passive noise reduction method. Figure 15 shows

that the higher the fan speed [37], the closer the measure-
ment distance and the greater the noise obtained. At
2500 rpm, the noise generated by the JD100 axial flow fan is
not less than 30 dB when the distance is 1 m.

Noise mainly propagates through the pipe, and the
shape, size, and wall material of the pipe affect sound wave
propagation in the pipe [38]. To analyze this problem, first, a
cylindrical coordinate system O — r — ¢ — z is established for
a circular pipe, as shown in Figure 16, assuming that noise is
generated at z = 0 of the tube and the other end is infinitely
extended. The wall of the pipe is assumed to be rigid. The
acoustic field in the pipe varies in the range r € [0,4],
¢ € [0,27], and z € [0, c0].

Assuming the relationship between the generator’s
sound pressure and time is simple and harmonic, the sound
pressure can be expressed as

(X, y,2,t) = p(x, y,2)e’,
Vzp(x,y,z) + kzp(x,y,z) =0,

p_lof oy 19 o
Tror\ or) ¢* o9 0z”
(36)

where V? is the Laplacian of the three-dimensional cylin-
drical coordinate system, k is the number of waves, and ¢ is
the sound speed [39]. Then, the sound field in the rigid-
walled cylindrical waveguide under excitation of the non-
axisymmetric sound source is given by

p(rp.zt)=e ) ZAnmJn</5”’” r) + cos(ng +¢,)

a

e—j\/kz— (ﬁnm/a)zz,

(37)
where A, is the constant determined by the boundary
conditions, n and m are the circumferential and radial modal
numbers, respectively, a is the radius of the pipe, and J,, (x)
is the first Bessel function. The value of 3, can be obtained
from Table 2.

On the cross-section of a circular tube, the normal mode
wave of order (n,m) determined at different values of 3,
would result in different acoustic characteristics [40]. The
sound pressure in a pipe is the superposition of the sound
pressure components of each model. From formula (39), we
can obtain an important property of sound wave propa-
gation in a circular tube, that is, the existence of cutoff
frequency n, as

2
K* —<ﬁ”7’”> <0, (38)
fcutoff Z%C’ (39)
¢ = VYRT, (40)
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TaBLE 1: Axial fan performance parameter table.
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Model (no.)

Data parameter

Power (W) Air volume (m3/h) Pressure (Pa) Noise (dB)
JD100 28/25 200/150 180/130 30/25
JD150 50/40 500/400 300/250 35/30
JD200 70/60 850/700 350/280 50/45
JD250 170/130 1500/1100 550/400 60/54
JD315 320/230 2300/1800 700/500 66/61

FiGure 13: POPULA-JD100 axial fan.

5000
4000
3000
2000

Frequency (Hz)

—_
(=3
S
S

—_
oo

2000 2500

5
Harmonic Series

o 1000 1500
00 Fan Speed (Rpm)

FIGURE 14: Relationship between speed and noise frequency of an axial fan.
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FIGURE 15: Relationship between noise and distance of an axial fan.
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[
FIGURE 16: Circular pipe waveguide.
TABLE 2: §3,,,, root table.
Bum n=0 n=1 n=2 n=3 n=4 n=>5
m=0 0 3.832 7.016 10.174 13.324 16.47
m=1 1.841 5.331 8.536 11.706 14.864 18.016
m=2 3.054 6.706 9.969 13.17 16.348 19.513
m=3 4.201 8.015 11.346 14.586 17.789 20.973
m=4 5.318 9.282 12.682 15.964 19.196 22.401
m=>5 6.415 13.987 13.987 17.313 20.576 23.804

where Y is the specific heat ratio (for air Y = 1.4), T is the
thermodynamic temperature of the gas in K, and R is the gas
constant (usually R = 287] (kg - K)). If there is no pressure
change during a specific use, only the temperature is usually
considered. In the pipeline, the sound wave frequency is
smaller than the cutoff frequency that can propagate by
formula (39), and the sound wave frequency larger than the
cutoff frequency will decay exponentially. The noise higher
than the cutoff frequency does not need ANC [41]. The
frequency of the pipeline is a result of the superposition of
multiple groups of f3,,, values that can be obtained from
Table 2. In the finite element analysis of the pipeline [42],
white noise is used to excite the simulation model, and the
simulation model has the attenuation effect of excitation
sound waves at different frequencies (350-3600Hz), as
shown in Figure 17.

The simulation of the sound wave transmission aspect of
the pipeline shows that, for the HVAC-ANC system, high-
frequency noise generated by the axial fan is quickly at-
tenuated in the pipeline. Therefore, the ANC system can
only handle frequencies below 4kHz at the end of the
pipeline. Low-frequency noise can reduce the acquisition
bandwidth of ADC [43], reduce the number of iterations of
the ANC system, and improve the noise cancellation effect of
the algorithm.

6. Experimental Results and Discussion

The proposed algorithm is compared with the fixed step size
FXLMS, piecewise LMS, AVSS-LMS, and Salman algorithms
in the simulation. Table 3 provides the parameter setting.
The test input signal is composed of Gaussian white noise

and sinusoidal signal. The system has 10000 iterations, and
the signal noise ratio (SNR) is 20 dB.

Figure 18 shows the step sizes of the five algorithms very
differently according to the error signal size variation trend.
The proposed algorithm can obtain the maximum step size
when the error is large. According to formula (15), the larger
the step size, the higher the convergence speed of the al-
gorithm. Therefore, the algorithm is characterized by high
convergence speed when the error signal is large, and the
step size obtained from the piecewise LMS algorithm occurs
second. When the error signal is small, the step change of the
proposed algorithm is smoother than that of the AVSS-LMS
and piecewise LMS algorithms. Formula (16) shows that the
steady-state error obtained with a smaller step size becomes
smaller as it approaches stability. Therefore, compared with
the AVSS-LMS and piecewise LMS algorithms, the proposed
method has less MSE. Formula (30) shows that the proposed
method has a high convergence speed and reduced MSE. It
also has good antiinterference ability and can converge
stably.

Figure 19 shows that the five algorithms can converge
and filter out the noise, but their convergence speed and
MSE are different; the speed and MSE of the proposed al-
gorithm are better than those of the other four algorithms.
Figure 19 shows that, among other algorithms, the perfor-
mance of the piecewise LMS algorithm is closest to the
convergence performance of the proposed algorithm. The
proposed and piecewise LMS algorithms have good theo-
retical tracking performance on noise, but the piecewise
points of the piecewise LMS algorithm affect the results of
the algorithm. In order to improve the performance of the
piecewise LMS algorithm, much time and energy are needed
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FIGURE 17: Sound wave transmission simulation in a PVC pipeline.
TaBLE 3: Simulation parameters for the proposed algorithm and other algorithm.
Algorithm Variable step Parameter
AVSS-LMS u(n) =b(1/1 + exp(—aEle(n - 1)e(n)|) - 0.5) a=0.97,b=0.03
Fixed step FXLMS U @ =001
y =k, 0 <n<samplelength/5
Piecewise LMS un) =b(1-exp(-a= le? (1)])), 0.001 < |&* ()] <0.01 k=0.03,a=0.97,b=0.03
p(n) =b(-1+sec(a=le(n)])), 0< le? ()] < 0.001
Salman u(n) =A(sgn(w(n))/ (1 +blw(n)| + BAlw (n)]?)) A =0.02,a =0.97,b =0.03
Proposed p(n) =b(3/(1+exp (—alarctan(e(n))])) - 1) a=0.97,b=0.03,c=4

to fine-tune the parameters. Considering MSE, the Salman
algorithm has a low MSE after stability. The proposed
method can have MSE as low as that of the Salman algo-
rithm, but its convergence speed is much higher than that of
other algorithms. Notably, the MSE of the proposed algo-
rithm shows a further downward trend.

Table 3 provides that the Salman algorithm is also a
variable step size algorithm, but Figure 18 shows that the
variable step size strategy of the Salman algorithm is not
causally related to the error signal. The Salman algorithm
uses a penalty weight to adjust the step size. It makes the
weight lag, so it does not have a large step at the beginning of
iterations. Its convergence speed is much lower than the
AVSS-LMS and piecewise LMS algorithms (Figure 19).
However, it can obtain smaller MSE than the AVSS-LMS
and piecewise LMS algorithms when the number of

iterations increases and it converges stably. The Salman
algorithm can obtain the same noise cancellation effect as the
proposed algorithm when it is employed in the processing of
HVAC pipeline noise. Still, its ability to track abrupt noise is
not as strong as that of the proposed algorithm.
ANC-OFF in Figure 20 is the noise collected by the
microphone at the outlet of the PVC pipe, and it can be seen
that part of the noise generated by the axial fan, part of the
rotating noise has a frequency, which can be deduced from
formula (32), while the other part belongs to the random
noise, and this part of the noise belongs to the more difficult
to eliminate. From ANC-ON shown in Figure 20, it can be
seen that the signal amplitude of the noise at the outlet of the
PVC pipe can be reduced by about 17 dB after a very short
time, indicating that the proposed method has a practical
effect of noise reduction. It can also be seen from the
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FiGgure 18: Comparison of step size of five noise reduction methods.
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TaBLE 4: Performance comparison.
Comparison parameters
Method . . o ompaon b . .
Maximum step size Number of iterations Noise cancellation effect (dB) Convergence time (ms)
Proposed 0.042 41 17.2 4.05
AVSS-LMS 0.015 70 16.0 591
Salman 0.01 220 15.5 18.21
FXLMS 0.01 413 14.3 22.3
Piecewise 0.03 55 14.9 4.25

experimental results that the improved method has a more
satisfactory effect on the regular noise cancellation, while
there is still some room for improvement for random noise.

In Table 4, we compare the maximum step size that can be
achieved by the five algorithms, the number of iterations
when MSE <0.1, and the noise cancellation effect when ap-
plied to pipelines. The test environment for the five algorithms
is consistent with the test signal. The proposed, AVSS-LMS,
piecewise, fixed-step FXLMS, and Salman algorithms take
0.9901, 0.9438, 0.7719, 0.5406, and 0.8281 s, respectively, to
perform 10000 iterations. In Table 4, the convergence time is
the product of the average single-step iteration time and the
number of iterations. Although the total time for the proposed
algorithm to complete n= 10,000 iterations is the longest, it
takes only a few iterations to converge, so the time for the
proposed algorithm that converges to MSE <0.1 is shorter
than that of the other four algorithms. It can be seen that the
maximum step size that can be obtained by the proposed
method is larger compared to the other four algorithms, and
therefore, the number of iterations is relatively less. In ad-
dition, the comparison in Table 4 also provides that the
improved method can reduce more noise than the remaining
four methods, and AVSS-LMS also has a better noise can-
cellation effect. The piecewise method is influenced by the
segmentation strategy, and the segmentation points need to
be retested after the usage environment has changed.

The proposed algorithm can quickly eliminate noise in
pipelines. It has good tracking performance for rotation
noise. The piecewise LMS algorithm can also converge
rapidly for pipeline noise, and at the beginning of the it-
eration, it can achieve convergence performance close to that
of the proposed algorithm (Figure 18). However, Figure 19
shows that MSE of the piecewise LMS algorithm is signif-
icantly higher than that of the proposed algorithm at a stable
state, which is attributed to the nonsmooth change in the
step size of the piecewise LMS algorithm at a steady
condition.

Based on these results, compared with the other four
algorithms, the proposed algorithm has a better suppression
effect on rotation noise generated by the axial fan in HVAC
pipelines. The algorithm uses the arctangent function to
nonlinear the error signal and step size. In the effective noise
reduction area, the random noise can be reduced by
12-17dB, and the noise is reduced by about 83%-92%.
Experiments and simulations show that the proposed al-
gorithm has advantages in terms of convergence speed,
steady-state error, and noise cancellation effect, and its
comprehensive performance is better than that of the other
four algorithms.

7. Conclusion

This study proposes a new variable step size FXLMS algo-
rithm for ANC systems in HVAC pipelines. We present a
variable step size FXLMS method based on the arctangent
function based on in-depth evaluations of Neil, Wang, and
Salman’s step size modification strategies. The algorithm
uses the boundedness and continuity of the arctangent
function to nonlinearly transform the error signal, so that
the step size can be adjusted following the change in the
error signal, compared with the mainstream ANC algo-
rithms that significantly improved convergence speed. It
reduces the noise generated by the axial flow fan in HVAC
systems and has a good noise cancellation effect. The pro-
posed algorithm has an excellent response on standard PVC
pipelines, but the algorithm may not converge for non-
standard pipelines due to the mismatch of the air pipeline
SP. As a result, the algorithm may not converge when used
for nonstandard PVC pipelines. A further research task in
the future is to investigate how to provide a more accurate SP
model for the algorithm, so that our proposed algorithm can
be easily used in various types of HVAC systems.

Abbreviations

ANC: Active noise control

HVAC:

Heating, ventilation, and air-conditioning
VSS-LMS:  Variable step size least mean square
FXLMS: Filtered-X least mean square
MSE: Mean square error

SP: Secondary path

SVS-LMS:  Sigmoid variable step size LMS
AVSS-LMS: Antiinterference variable step size LMS
TVOCs: Total volatile organic compounds
PVC: Polyvinyl chloride

SNR: Signal noise ratio.
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