
Research Article
Research on Financial Risk Prediction Based on Improved
Random Subspace

Yinghui Li

Henan Finance University, Zhengzhou 450046, China

Correspondence should be addressed to Yinghui Li; liyinghui@hafu.edu.cn

Received 8 November 2021; Revised 9 December 2021; Accepted 7 January 2022; Published 4 March 2022

Academic Editor: Man Fai Leung

Copyright © 2022 Yinghui Li. +is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to provide timely and effective information and decision support for financial market entities, combined with random
subspace and weight fused Lasso, this paper constructs a financial risk prediction model based on the improved random subspace
method. Firstly, the basic principles of random subspace and SVM algorithm are introduced. +en, WFL and Al methods are
introduced to improve random subspace, so as to reduce the dimension of multisource heterogeneous data and realize the
adaptive fusion of features. +en, a financial risk prediction model based on weighted fusion adaptive random subspace is
constructed, in which SVM is used as the basic classifier and the output strategy of result integration is introduced. Finally, based
on the data of some listed companies, the improved random subspace method is compared with other methods. +e results show
that the improved random subspace method has a higher prediction value, which indicates that the method is reasonable and
effective in financial risk prediction. In the improved random subspace method, combined feature F1 + F2 + F3 is better than other
methods in T− 3, T− 4, and T− 5, and the prediction value is more than 95%, which fully demonstrates the rationality of the
improved random subspace method in financial risk prediction. +e area under the ROC curve (AUC) predicted by weight fused
adaptive integration-based random subspace (FAIB_RS) method is about 95% in T− 3, 93% in T− 4, and 95.5% in T− 5, which is
obviously higher than that of the other eight methods.

1. Introduction

With the rapid development of the financial industry and the
continuous popularization of the internet financial model, the
financial market is facing more severe financial risks. In order
to improve the ability of financial market subjects to obtain
financial risk early warning information, domestic experts
and scholars have done a lot of research on financial risk and
put forward a variety of financial risk predictionmethods. For
example, literature [1] used RBF network model to establish
Jiangsu Province’s financial risk early warning model and
predicted the regional total risk in 2019 with the sample set in
2018, so as to obtain the prevention and treatment suggestions
of Jiangsu Province’s financial risk. Literature [2] constructed
the regional financial risk index; evaluated and predicted the
financial risk of 31 provinces, cities, and autonomous regions
(excluding Hong Kong, Macao, and Taiwan) in China; and
concluded that the overall financial risk of China and the 6

regions showed a synchronous trend of change and got the
enlightenment of formulating preventive measures.
According to the current situation of financial development,
literature [3] proposed a multifactor international supply
chain financial risk prediction model including external en-
vironmental risk factors, obtained the structural character-
istics and formation mechanism of international supply chain
financial risk system, and put forward countermeasures and
suggestions. Most of the above studies are based on a single
data source, and the prediction accuracy is low; the effect is
not good. +erefore, combined with the financial risk pre-
diction problem, this paper constructs a new weighted fusion
adaptive stochastic subspace financial risk prediction method
and verifies the rationality and effectiveness of the method.
Literature [4] shows that the data of compliant financial
activities are of high quality and quantity in all aspects. On the
contrary, the data of informal financial activities are of low
quality. +erefore, the machine learning method based on
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single-source data can only detect the risks of formal financial
activities, while the effect of using multisource data to detect
financial risks is not good. +en, TSAIB_RS method is
proposed to integrate various data adaptively. Literature [5]
makes quarterly observations from 225,813 company samples.
After investigation, it is found that financial system risks play
a great role in predicting the failure of an enterprise when its
internal financial sector fluctuates greatly; its scale is small;
and its debts are large. Although the integration of classifiers
in reference [6] has been applied in the financial industry,
there are also some wrong factors that hinder the prediction
performance, such as irrelevant features, inclined categories,
and so on. In the event of such an error, the cost of the wrong
classification is far greater than the cost associated with the
non-default or non-insolvency (negative) category. In the
future, we need to deeply study the potential relationship
between classifier ensemble and positive sample type. In
today’s “big data” era [7], big data has been gradually inte-
grated with finance and become the core of the financial
industry. How to make good use of big data to effectively
predict and prevent is of great significance to the financial
industry, which is also the essence of financial management,
that is, risk management and control. Combined with the
advantages of big data prevention and control and prediction,
this paper summarizes feasible and effective financial risk
management and control countermeasures.

+e reasoning method based on belief rule in reference
[8] is widely used in risk assessment of research and de-
velopment (R&D) projects. Because there are many risk
factors in the performance evaluation of R&D projects, the
BRB method will produce a rule base. +erefore, the sto-
chastic subspace BRB model has been experimented and
applied as a new RS-BRB model. It constructs several
subspaces from sampling; then develops BRB subsystems
according to the subspaces, thus obtaining results; and fi-
nally carries out combination mode according to different
subsystem results. +e traditional forecasting model can no
longer meet the current forecasting needs [9], and then
researchers put forward a method called RS-multiple
boosting to improve the accuracy of forecasting credit risk.
+is method is a combination of two classical integrated ML
methods: random subspace (RS) and multiple boosting.
+ere are many methods for risk assessment and prediction
in the financial market, but most of the above studies are
based on a single data source, with low prediction accuracy
and poor results. +e random subspace method can be used
for portfolio selection in different data sets, which shows that
it is essentially superior to the traditional bagging-based
resampling portfolio. In order to solve the problem of single
information source, less data application, low prediction
accuracy, and poor prediction accuracy of financial risk
prediction at present. In this study, a financial risk prediction
method based on the adaptive fusion of multisource het-
erogeneous data is constructed for the financial risk of listed
companies and the default risk of individual borrowers, and
its effectiveness is verified by using various types of real data
sets collected from online platforms. It has a good effect on
the prediction effect and accuracy and can solve the prob-
lems existing in the financial system. In view of the current

financial data with heterogeneous, redundant, and other
issues, the current prediction model in the multisource
heterogeneous data prediction is not very satisfactory. +is
paper proposes a financial risk prediction method based on
the adaptive fusion of multisource heterogeneous data,
which can effectively predict the multisource data of fi-
nancial companies and improve the prediction accuracy. In
this paper, the problems of financial risk prediction are
introduced in detail; then, a financial risk prediction method
WFAIB_RS based on the weighted fusion of adaptive ran-
dom subspace is constructed; finally, through the experi-
mental comparison of the data sets of listed companies,
WFAIB_RS has a better prediction effect.

2. Introduction to Basic Methods

2.1. Random Subspace Brief Introduction of Algorithm.
Random subspace [10, 11] (RS) is a kind of ensemble
learning. Random subspace trains each classifier by using
random partial features instead of all features to reduce the
correlation between each classifier. +erefore, this method is
very suitable for learning tasks with high feature dimensions.
+e RS steps are as follows:

Step1: according to the feature dimension of data
samples, data samples are randomly selected to form
data subsets of similar sizes. +e subspace ratio pa-
rameter r is used to adjust the size of the data subset.
Step2: the sampled data subsets are input into the base
classifier and trained.
Step3: finally, according to the training results, the
sample results are fused.

2.2. SVM Classification Principle. Using SVM [12] as the
base classifier can be solved according to the following
objective function:

s.t.yi ωTφ xi(  + b ≥ 1 − ξi, i � 1, 2, . . . , n,
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where C is the normal vector, C is the penalty coefficient, B is
the displacement term, and C is the non-negative relaxation
factor.

+e above problem is transformed into a dual problem:
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In the calculation process of dual problem, through the
calculation of φ(xi)

Tφ(xj), which is mainly the inner
product operation after the sum of pairs. +en the inner
product operation is input into the kernel function. +e
expression of the kernel function is as follows:
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k xi, xj  � φ xi( 
Tφ xj . (3)

+e final decision function is obtained:

y(x) � sign 
n

i�1
aiyik xi, xj ⎛⎝ ⎞⎠ + b, (4)

where ai and b are constant real numbers; ai>0. +e kernel
function k(i, j) using radial basis function kernel function is
defined as follows:

k xi, xj  � exp −y xi − xj
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2.3. Random Subspace Algorithm Improvement. In order to
ensure the accuracy of financial risk prediction and the
problem of multisource heterogeneous financial data, the
random subspace algorithm needs to be improved first.
+erefore, there is a need for multisource heterogeneous
data fusion in financial risk prediction data. Based on the
Lasso model, the weighted fusion adaptive stochastic sub-
space model (WFAIB_RS) is introduced for the adaptive
fusion of multisource heterogeneous data features.+e Lasso
model takes the form of

sij � sgn pij  �
+1, pij > 0

−1, pij < 0
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Here, λ2/p 
p

i< j aij(βi − sijβj)
2 is the penalty term added

based on the Lasso model, pij is the correlation coefficient
between any two features xi and xj, and λ2 represents the
regular penalty parameter, which mainly adjusts the penalty
intensity for feature correlation.

+e WFL model can effectively solve the multi-
collinearity problem between features and improve the
stability of the model. After the Lasso model is introduced
into WFL, the model form is as follows:
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Here, wi
(1) represents the adaptive weight, which can be

added to the WFAL model to obtain a more accurate feature
subset; 1/

�
n

√
denotes the smoothing item. λ with the in-

creasing of parameters, more feature weights are 0. As the
regular penalty parameter λ2 becomes larger, more features
will be regarded as related features.

+e adaptive feature weights W � (w1, w2, . . . , wp)T ∈ RP
+

based on weighted fusion are obtained by WFAL model esti-
mation, and then the features are sampled according to the
weights, and the data subsets D1

sub, D2
sub, . . . , DM

sub  and Di
sub �

(xi
1, yi

1), . . . , (xi
j, yi

j), . . . , (xi
pi

, yi
pi

)  that can be used for base
classifier training are obtained. +e sampling process is mainly
adjusted by subspace ratio parameters. +e larger the r, the
higher the feature dimension of the obtained sample subset.

3. Construction of Financial Risk
Prediction Model

3.1. Financial Risk Forecasting Process. Set Dtrain �

(x1, y1), . . . , (xi, yi), . . . , (xn, yn) 
T and test set

Dtest � (x1, y1), ..., (xi, yi), ..., (xn, yn) . Firstly, Lasso esti-
mation is carried out on the data to obtain the adaptive
weight, specifically as follows:

wi
(1)

�
1

βiLasso + 1/
�
n

√

. (8)

Secondly, the adaptive weight is used to estimate the data
by WFAL to obtain the feature weight vector W � (w1, w2,

. . . , wp)T ∈ RP
+ .

+irdly, the feature weight is taken as the sampling
probability, and the sampling D1

sub, D2
sub, . . . , DM

sub  of
data subset is carried out under the adjustment of sub-
space ratio r.

Fourthly, the base classifier is trained according to the
sampled data subset. Fifthly, according to the rules of evi-
dential reasoning, the prediction results of the base classifier
are synthesized to get the final prediction results.

3.2. Base Classifier. Support vector machine (SVM) is se-
lected as the base classifier [13–15]. +is method is a typical
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classification algorithm, and its characteristic is that it can
solve high-dimensional and non-linear classification prob-
lems by using the principle of structural risk minimization
and can efficiently classify data samples with few samples and
high feature dimensions [16, 17].+erefore, SVM is chosen as
the base classifier of the financial risk prediction model.

3.3. Integration Strategy. In the result fusion, evidence
reasoning is used as a new ensemble strategy to synthesize
the results produced by different base classifiers. Evidential

reasoning is to treat the classification results of different base
classifiers as evidence and the accuracy as evidence reliability
and initial weight when fusing the results of base classifiers
and finally fuse the results by continuous optimization
[18, 19].

Firstly, all the classification results are regarded as a set of
mutually exclusive identification frames, which can con-
stitute a complete set, and are designated as Θ. +e results
produced by the base classifier s can then be converted into
the following evidence:

es � yj, pyj,s | j � 1, 2, . . . , N, 
n

j�1
pyj,s � 1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, s � 1, 2, ..., S, (9)

where es represents the evidence of transformation from the
classification results obtained from the s-th base classifier
and pyj,s

denotes the probability that the classification result
goes to yj.

In the process of evidential reasoning, weight W and
reliability R are often used to define the reliability distri-
bution function, which is mainly to ensure that the result
information of the base classifier does not conflict. +e
expression of the reliability distribution function is as
follows:

ms � yj, mj,s ; P(⊗ ), mP(⊗),s  . (10)

Here, mj,s represents the holding degree of evidence es

considering reliability and weight to yj, which is defined as
follows:

myj,s �
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crω,smyj,s, yj ∈ Θ, yj ≠Φ,

crω,s 1 − rs( , yj ∈ P(Θ),

⎧⎪⎪⎪⎨
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(11)

where myj,s � ωspyj,s, crω,s � 1/(1 + ωs − rs) is the normal-
ization factor.

Secondly, by fusing S pieces of evidence e1, e2, . . . en

provided by different base classifiers, the reliability function
pyj,e(S) of S pieces of evidence jointly supporting yj is ob-
tained, and the expression of reliability function pyj,e(S) is as
follows:
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After evidential reasoning, the fusion result of the base
classifier is the category corresponding to the maximum
pyj,e(s) value of the final classification result of (yj,

pyj,e(s)), j � 1, 2, . . . , N} model.
Finally, this paper takes different classification results as

evidence, takes accuracy as the reliability and initial weight
of evidence, and then obtains the optimization weight of the
base classifier through repeated optimization.

+e training model is as follows:

min ε �
1
m



m

i�1
dE ui − vi( 

2
, 0≤ωs ≤ 1, s � 1, 2, . . . , S,

(13)

wherem represents the amount of data in the training set; ui

represents the distribution of true classification results, and
vi represents the probability distribution of base classifier
results on different categories after synthesis.

4. Experimental Verification

In this paper, the improved random subspace method is
used to predict the financial risk of listed companies. +e
experimental flow chart is shown in Figure 1.

4.1. Experimental Data Set and Model Evaluation Indicators.
In this study, 1,726 listed companies in China were used as
experimental samples, and 1,597 normal samples and 129
risk samples were obtained according to ST markers. +e
time panel for collecting experimental data of risk samples is
divided into 3 years ahead of schedule, 4 years ahead of
schedule, and 5 years ahead of schedule, which are expressed
by T− 3, T− 4, and T− 5, and the time span is 5 years from
2016 to 2020. +e specific distribution is 14 in 2016, 27 in
2017, 22 in 2018, and 32 in 2019.

+e experimental data set consists of 39 financial fea-
tures, 12 emotional features, and qualitative text features,
which are represented by F1, F2, and F3, respectively.

In the experimental process of financial risk prediction
of listed companies, we mainly adopt four evaluation cri-
teria: average accuracy (AA), type I error, type II error, and
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AUC [20, 21] (the area under the ROC curve). +e main
classification results are true positive (TP), true negative
(TN), false positive (FP), and false negative (FN). +e cal-
culation formula of specific indicators is as follows.

Type II Error �
FN

TP + FN
,

Type I Error �
FP

FP + TN
,

AverageAccuracy �
TP + TN

TP + FP + FN + TN
.

(14)

AUC is the area below the ROC curve, which is usually
between 0 and 1. ROC is a curve in two-dimensional co-
ordinates, and its horizontal axis is false positive case rate,
and its vertical axis is true case rate.

4.2. Comparison Methods. In this paper, the base classifier,
three ensemble learning methods, and unbalanced classifi-
cation methods are used as comparison methods. +erefore,
the comparison methods in this paper include SVM, bag-
ging, RS, and the improved random subspace method.

In this experiment, the stability of the experimental
results is verified by the cross method of tenfolds and ten
times.

+e specific steps are as follows.

(1) Dividing the data set into 10 data with the same size
and scale on average; 1 of them is used as the test set,
and the other 9 are used as the training set. In the
process of training, each fold should be repeatedly
trained 10 times. +e average value of 100 experi-
mental results obtained after training is calculated,
and the final result is obtained.

Data set T-3 Data set T-4 Data set T-5

Financial Emotional 
characteristics F2

Text feature F3

F1+F2 F1+F3 F2+F3 F1+F2+F3

Data set

Data set

Contrast method

SVM
The 

improved 
method

RS Bagging

Propose a

WFAIB_RS

Evaluation and comparison of
results

End

Stage 1

Stage 2

Stage 3

10%

10%

10%
10%

10%

10%

10%

10% 10% 10%

Figure 1: Experimental flow chart.

Scientific Programming 5



During the experiment, the ratio of random subspace
increased from 0.1 to 0.9 according to the increase of 0.1.+e
setting ratios of misdivision cost for positive and negative
cases are 1,726/129 and 1,726/1,597, respectively. +e reg-
ularization parameters are 0.001, 0.01, 0.1, 1 and 10, re-
spectively. +e regularization parameter λ2 is optimized by
cross-validation.

4.3. Experimental Results. It works with different charac-
teristics, different methods, and different time panels, and
the experimental results are shown in Table 1. +e bold data
in Table 1 is the highest value of this feature.

It can be seen from the bold data in Table 1 that the
improved random subspace method has achieved excellent
results compared with other methods in this experiment. In
the AA index, the improved random subspace method
achieves good results on higher dimensional feature sets F3,
F1 + F3, F2 + F3, and F1 + F2 + F3. In T− 3, the values of the
improved random subspace method are 93.61%, 94.78%, and
96.39%. In T− 4, the values of this method are 94.53%,
95.59%, and 96.77%. In T− 5, the values of this method are
95.79%, 96.17%, and 96.67%.+e comparison analysis shows
that the improved random subspace method has achieved
the highest results in financial risk prediction among all
methods, especially in the feature set of F1 + F2 + F3 under
the time panel T− 5, which has achieved an average rate of
97.67%.

In the AUC index, the improved random subspace
method also achieves good results, especially in the feature
set F1 + F2 + F3; for example, the value of T− 3 is 95.24%.
+e value in T− 4 was 94.3%. +e value of T− 5 was 95.91%,
which was higher than that of other eight methods.
+erefore, the improved random subspace method is very
suitable for financial risk prediction.

From the bold data in Table 2, it can be seen that the
improved random subspace method can balance the two
types of error rates of type I error and type II error, which
shows that this method can effectively deal with both high-
dimensional problems and unbalanced problems in financial
risk prediction. Among them, the error rate of type II error is

higher than that of type I error as a whole.+emain reason is
that the data distribution is uneven, and there are few
samples in a few classes, which leads to insufficient training.
+erefore, the data of a few samples are easy to be mis-
classified in prediction.

4.4. Analysis of Experimental Results

4.4.1. Analysis of Prediction Results of Different Feature Sets.
According to the above experimental results, this paper will
compare and analyze the prediction results of different
features and different time panels. +e comparison results of
features under T− 3, T− 4, and T− 5 time panels are shown
in Figure 2.

It can be seen from the figure that in a single feature, the
performance of F1 is relatively stable, the prediction per-
formance of F2 is relatively weak, and the prediction effect of
F3 is obviously better than that of F2. +is result shows that
financial features play the strongest role in the financial risk
prediction of listed companies and are in a leading position.
Compared with the single features F1, F2, and F3 and the
combination features F1 + F2, F1 + F3, F2 + F3, and
F1 + F2 + F3, the combination feature F1 + F2 + F3 is better
than the single feature. In the improved random subspace
method, combined feature F1 + F2 + F3 is better than other
methods in T− 3, T – 4, and T− 5, and the prediction value is
more than 95%, which fully demonstrates the rationality of
the improved random subspace method in financial risk
prediction.

4.4.2. Analysis of Prediction Results by Different Methods.
According to the prediction results of AUC by different
methods, the effectiveness of the improved random subspace
method in financial risk prediction is shown in Figure 3 for
the prediction results of AUC of T− 3, T – 4, and T− 5.

As can be seen from Figure 3, among the combined
features F1 + F2 + F3, the AUC predicted by the improved
random subspace method is the highest, and the AUC
predicted by FAIB_RS method is about 95% in T− 3, 93% in
T – 4, and 95.5% in T− 5, which is obviously higher than that

Table 1: Experimental results under different characteristics, different methods, and different time panels for evaluation indexes AA and
AUC.

Characteristic F1 F2 F3 F1 + F2 F1 + F3 F2 + F3 E1 + F2 + F3
Method AA AUC AA AUC AA AUC AA AUC AA AUC AA AUC AA AUC
SVM 76.33 81.40 62.60 60.1 2 74.50 7462 79.55 85.18 77.64 84.27 77.15 81.67 80.80 84.83
Bagging 92.87 92.13 89.65 71.32 91.39 81.61 93.22 93.31 93.79 92.84 93.20 83.80 95.27 92.99
RS 92.71 91.83 90.69 69.17 91.43 80.78 93.76 93.85 93.13 92.90 92.86 89.39 95.10 93.02
WEAIB_RS 92.79 82.94 90.69 68.76 93.61 93.09 92.99 84.22 94.78 93.70 95.05 93.93 96.39 95.24
SVM 76.72 82.53 62.83 60.33 74.61 77.04 77.67 84.91 77.76 85.63 77.49 81.70 80.75 86.47
Bagging 92.83 87.95 89.79 76.80 91.50 82.33 92.91 91.59 93.29 92.70) 94.40 85.77 95.91 93.04
RS 92.60 85.27 90.84 75.24 91.58 81.33 93.03 91.33 94.89 93.91 93.40 87.67 95.59 94.04
WFAIB_RS 92.92 83.22 90.78 74.74 94.53 84.91 92.92 85.28 95.59 94.12 94.37 88.53 96.77 94.30
SVM 75.58 8008 62.66 60.29 75.83 78.87 76.55 83.21 77.91 86.00 78.27 83.06 81.46 88.24
Bagging 92.73 87.86 89.70 74.58 92.06 82.95 93.87 92.64 95.13 94.22 94.42 87.11 96.67 94.36
RS 92.65 88.45 90.79 73 64 91.75 82.62 93.29 92.61 95.85 95.05 95.37 92.25 96.55 95.26
WFAIB_RS 92.66 83.16 90.84 75.04 95.79 93.96 93.69 86.34 96.17 95.45 96.03 94.30 97.67 95.91
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Table 2: Experimental results of type I error and type II error under different characteristics, different methods, and different time panels.

Characteristic F1 F2 F3 F1 + F2 F2 + F3 F2 + F3 F1 + F2 + F3
Method I II I II I II I 11 I II I II I 11
SVM 22.67 36.05 36.00 54.73 24.51 37.76 19.38 33.70 21.66 31.03 22.15 31.52 18.26 30.84
Bagging 6.64 13.20 8.13 37.83 7.25 25.69 6.03 16.06 4.17 18.22 6.37 12.12 3.72 17.23
RS 6.31 19.42 8.09 24.41 7.33 23.92 6.01 9.09 5.16 28.04 6.04 20.76 4.01 15.92
WFAIB_RS 6.28 18.72 8.09 24.41 5.21 21.00 6.16 17.53 3.84 22.30 3.73 20.05 5.17 9.06
SVM 22.71 30.34 35.81 54.01 24.28 39.13 2136 34.34 2164 29.67 21.92 29.81 18.62 27.05
Bagging 6.71 12.86 8.01 37.45 6.90 28.31 6.23 17.74 5.82 17.73 5.26 9.81 2.86 1932
RS 6.46 19.04 7.92 24.51 7.14 24.27 6.42 13.78 4.39 14.02 5.86 15.76 3.58 1469
WFAIB_RS 6.24 17.48 8.01 24.20 4.96 11.78 6.51 14.14 11.84 4.76 4.76 13.72 2.79 8.68
SVM 23.41 36.92 35.99 54.05 23 59 31.35 22.69 32.86 21.55 28.78 20.92 31.76 18.03 24.85
Bagging 6.51 16.68 8.02 38.53 6.73 22.92 5.34 15.91 3.90 16.88 5.24 9.79 2.68 11.38
RS 6.45 18.49 7.98 24.44 7.08 22.73 6.26 12.28 3.61 10.84 4.33 8.34 3.02 8.77
WFAIB_RS 6.43 18.61 7.86 25.25 3.92 7.80 5.47 16.71 3.32 10.14 3.64 8.06 1.92 7.41
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Figure 2: Continued.
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Figure 2: Feature comparison results under T− 3, T – 4, and T− 5 time panels: (a) T− 3 time panels, (b) T− 4 time panels, and (c) T− 5 time
panels.
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Figure 3: Continued.
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of the other eight methods. +e possible reason why these
methods improve the sum of F2 is that compared with fi-
nancial features and text features, F2 has smaller feature
dimensions and contains less prediction information, while
SVM and bagging methods can effectively supplement
samples, thus playing a good role in strengthening F2.
+erefore, it shows that the improved random subspace
method is effective in financial risk prediction and can
predict financial risk more accurately.

5. Conclusion

In this paper, a new financial risk prediction method, the
improved stochastic subspace method, is constructed.
Firstly, multisource heterogeneous features are extracted
based on multisource data sets, including quantitative fi-
nancial features and emotional features and text features
based on qualitative text information. Secondly, the ad-
vantages of the stochastic subspace method are fully
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Figure 3: AUC prediction results of T− 3, T− 4, and T− 5: (a) AUC of T – 3, (b) AUC of T – 4, and (c) AUC of T− 5.
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absorbed in the model construction, and it is taken as the
model foundation. At the same time, a new adaptive fusion
method considering the relationship between features is
obtained by introducing the regularized sparse model to
integrate adaptive and weighted feature fusion strategies into
the stochastic subspace method.

In order to verify the effectiveness of the proposed
method, an experiment is carried out on the real data set of
Chinese listed companies, and different characteristics and
different methods are compared in the experiment. Finally,
through the analysis of the experimental results, the effec-
tiveness and stability of the proposed method in the financial
risk prediction of listed companies are fully demonstrated.
+e future work will focus on the reanalysis of the prediction
effect of data sets under different models, such as the dis-
cussion of prediction accuracy and time.
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