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Texture fusion is the process of applying the style of one style image to another content image. It is an artistic creation and
image editing technology. In recent years, the rapid development of deep learning has injected new power into the field of
computer vision, and a large number of image style transfer algorithms based on deep learning have been proposed. At the
same time, some current character conversion algorithms based on unsupervised learning also face the loss of the content
and structure of the generated characters, and at the same time, they have not learned a good face deformation effect,
resulting in poor image generation effects. (is paper studies the relevant research background and research significance of
image style transfer methods and summarizes them in the time sequence of their development; summarizes the style transfer
algorithms based on deep learning, and analyzes the advantages and disadvantages of each type of algorithm. Based on the
fast style transfer algorithm, this method adds a saliency detection network and designs a saliency loss function. In the
training process, the difference between the saliency map of the generated image and the content image is additionally
calculated, and the saliency loss is used as a part of the total loss for iterative training. Experiments show that the stylized
image generated by this algorithm can better retain the salient area of the content image and has a good visual effect.
Compared with the original network, the amount of parameters of the attention mechanism is very small, and there is almost
no additional burden.

1. Introduction

Since the digital image coding method was proposed, images
can be converted into discrete pixel data and stored in digital
storage devices [1]. (e advancement of digital storage has
greatly promoted the development of digital image pro-
cessing technology. In recent years, with the rapid devel-
opment of deep learning technology, various image
processing algorithms and software developed based on
deep learning technology have emerged one after another,
such as filters used in photographic equipment [2]. At
present, image processing theory combined with deep
learning technology has attracted a lot of attention in the
Internet industry, and a large number of new application
fields have emerged, such as mobile phone filter algorithms
and video rendering. With the rise of the Internet industry
such as live streaming and the large-scale use of image

acquisition equipment such as cameras, the image style
transfer method has increasingly higher theoretical research
and practical application value. Image style transfer is also
called image style transfer, which refers to the method of
transferring the style of a reference image to another or
multiple original images [3]. (e style here usually refers to
the subjective style, such as the artistic style of oil painting or
the font style of calligraphy. At present, there are no specific
mathematical models and other objective indicators to
measure style. (e texture of an image refers to the periodic
and regular information in the image [4].

(e texture synthesis algorithm generally extracts and
synthesizes the texture of the target image and superimposes
it on the original image to achieve the purpose of style
conversion. (e traditional texture synthesis method is
restricted by the ability of the feature extraction algorithm
and often only uses the low-level features of the image, which
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makes the style transfer effect unsatisfactory [5]. Classical
style transfer algorithms mostly extract image features at a
global level, and the quality of the generation effect of style
transfer is low. In addition, the classic style transfer method
is not an end-to-end structure, and it cannot be convenient
and effective in practical applications [6]. After normalizing
the depth features extracted by the VGG model, the co-
variance matrix is obtained, and SVD decomposition is
performed on it to obtain the feature code of the reference
style. (is way shows that the style feature space can be
distinguished from the image texture. In 2019, they used
wavelet transform instead of SVD decomposition to propose
a new network called PhotoWCT, which transfers the style
of real images at the pixel level and greatly improves the
quality of image generation after style transfer [7]. On the
other hand, researchers have proposed another image
normalization calculation method, which uses the width and
height of the image as the normalization parameters of the
original image to ensure the independence between image
instances while normalizing [8]. (is approach can speed up
network training without affecting the transfer of styles.
Subsequently, the normalization calculation method was
changed, and the adaptability was increased [9–11]. (e
reference image features extracted by the VGG model were
directly integrated into the original image in the manner of
normalization parameters to achieve the effect of rapid style
transfer. (is proves that the image features contain the
image style information, and the neural network can learn
this information in some way [12–14].

(is paper proposes a face makeup learning network
DS-DCCGAN based on the fusion of different depth and
shallow layers of makeup features. (e network can learn
multidimensional makeup features and transfer them to
the target image to further improve the quality of makeup
migration. A large number of experimental results show
that the method in this paper can not only achieve re-
alistic facial makeup learning effects in terms of visual
sense but also perform well on the index plane. A new
double-loop uniformly constrained face makeup learning
network DCCGAN is proposed. (e network refers to the
idea of separation of style features and content features,
uses encoders and decoders to separate and merge the
makeup styles of face images and image content features,
and finally constrains network training through double-
loop output consistency to complete the makeup mi-
gration process. Because the network separates the
makeup features and content features of the image during
the training process, the network only learns makeup
information when the facial shadow and posture change
and retains other original information of the target im-
age. In this paper, a large number of experiments have
shown that the DCCGAN network not only has better
makeup migration quality in the MTdata set but also has
better makeup images for face makeup images with
shadows, posture changes, etc., as well as for face images
outside the data set.

(is paper designs two image style transfer algorithms
based on neural networks. First, from the perspective of
improving the quality of stylized images, an image style

transfer algorithmwith salient area preservation is proposed.
(en, from the perspective of improving the efficiency of
style transfer, a lightweight image style transfer algorithm
with attention mechanism is proposed.

2. Style Transfer Algorithm Based on
Texture Fusion

2.1. Image Reconstruction of Character Style. In the content
image reconstruction process, assuming that the original
input image is x and the reconstructed image is p, Pij, and Fij,
respectively, represent the activation value of the location of
the reconstructed image feature and the ith filter j of the
input image feature in layer l, and the square of the content
image reconstruction [15–17]. (e error loss is

Lossl
cont(p, x) � 􏽘

n,n

i�1,j�1
Fij − Pij􏼐 􏼑

2
. (1)

(e derivative function of the content loss function is

zLossl
cont

zFij

�
Fij − Pij􏼐 􏼑, Fij > 0,

0, Fij < 0.

⎧⎪⎨

⎪⎩
(2)

(e style feature is more abstract and complex. It de-
pends not only on the feature information extracted from a
certain layer but also on the correlation of the features
extracted by the multilayer convolutional layer [18]. Gatys
found that the Gram matrix can well represent this corre-
lation.(ematrix can not onlymeasure the characteristics of
its own dimensions but also measure the relationship be-
tween them. Among them, the diagonal elements represent
the information of different feature maps, and the remaining
elements represent the relationship between these feature
maps. (erefore, this matrix is widely used in image style
transfer. (e Gram matrix G belongs to R{Ni

∗Nj}, and Gij
represents the inner product of the ith feature map and the
jth feature map in layer l:

Gij �
􏽐kFikFjk

2
. (3)

(rough the Gram matrix, different sizes of style
image information can be obtained, but this part of the
information only contains information such as texture
and no global information of the image. (erefore, to
generate a new image that matches a given style image, it is
necessary to minimize the mean square error of the white
noise image and the Gram matrix of the given style image
and iteratively optimize to obtain the final texture. As-
suming that a is the input style image, x is the generated
image, Al is the style representation of the lth layer of the
style image, and Gl is the style representation of the lth
layer of the generated image, then the style loss of the l-th
layer is

El �
􏽐k FikFjk − Gij􏼐 􏼑

2

2NlMl

. (4)

(e total style loss is
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Lossstyle(a, b) �
􏽐

n
l�0 wlE

Ql

, (5)

where wl is the weighting factor of each layer’s contribution
to the total loss.

(e style image information extracted by different
convolutional layers in the network can be visualized
through image reconstruction, and the visualized result is
shown in Figure 1. (e low-level features correspond to the
pixel features of the bottom layer in the image and reflect the
local content in the image. (e output of the high-level
network corresponds to the high-level features of the input
image, reflecting the overall style of the input image.

(e pretrained VGG network can extract feature in-
formation of different scales for a given style image and
content image. In order to achieve the purpose of image style
conversion, input a random white noise image into the VGG
network to minimize the feature difference between the
white noise image and the content image at the high level of
the convolutional neural network and minimize the white
noise image and style image in the network. (e differences
in the representation of the style features of each layer are
finally generated through multiple iterations to generate a
stylized image.

Input the style image a into the network and store the
feature results of each convolutional layer. (e content
image p is also input to the network, and the characteristic
information lP of the high-level network is stored. (en
input a randomwhite noise image into the network, in terms
of content reconstruction, in the fourth convolutional layer,
calculate the loss of content image feature lP and white noise
image feature lF. In terms of style reconstruction, at each
layer of the network, the style feature representation of the
style image is calculated, and the style feature representation
of the white noise image is the loss of lG. (e total loss in the
iteration process is

Losstotal(p, a, b) � a Losscont + b Loss2. (6)

Among them, α and β are the weighting factors of
content loss and style loss, respectively. (rough multiple
iterations, the total loss is minimized, and finally a stylized
image is obtained. (e convolutional neural network is
successfully used for style transfer and has achieved good
results [19]. It extracts the content and style characteristics of
a given style image, and constructs an image with the above
two characteristics through image reconstruction. (e final
stylized image has a visual effect Expresses a specific style.
However, this type of style transfer method based on image
optimization requires multiple iterations for each generation
of an image, which means that each stylization requires a lot
of computing resources and is not real-time.

Each iteration of the above-mentioned image optimi-
zation-based style transfer algorithm consumes a lot of time
and computing resources, especially when several content
images are converted into the same style, each image re-
construction will re-extract style features, resulting in
computing resources Waste. (e style transfer algorithm
based on model optimization solves this problem well. (e

main idea of this method is to use an image style transfer
network to train different style transfer networks for dif-
ferent styles. (e specific method is shown in Table 1. In the
training phase, the content image in the data set is input into
the style transfer network and the generated image is output.
(en use a similar method to calculate the feature loss of the
generated image and the content image in the high-level of
the pre-trained VGG network, calculate the feature loss of
the generated image and the style image in each layer, and
then use the gradient descent strategy to adjust the network’s
feature loss. Parameters, so that the generated stylized image
meets the expected style as much as possible. After training
on massive content images, the final style transfer network
model can learn the style of a given style image. In the testing
phase, input the content image that needs to be converted
into the trained style transfer model to quickly generate the
stylized image.

In this paper, in order to solve the problem that the
existing image style transfer algorithm based on convolu-
tional neural network will cause the significant area of the
content image to be distorted and lose the semantic in-
formation of the content image during the stylization
process, an image style transfer algorithm with significant
area preservation is proposed. . Based on the fast style
transfer algorithm, this method adds a saliency detection
network and designs a saliency loss. In the training process,
the difference between the generated image and the saliency
map of the content image is additionally calculated, so that
the final generated style transfer model can retain the salient
area of the content image and the semantic information of
the content image while changing the style. (e generated
stylized image has Better visual effects.

2.2. Character Face Deconstruction. Style transfer methods
such as BeautyGAN often have unstable network training
and redundant or missing facial makeup features in the
makeup learning process [20]. (e DCCGAN network
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Figure 1: Visual reconstruction of image style.
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proposed in this paper can effectively improve these prob-
lems. For example, x1 refers to the original target domain
image, and x21 refers to the graph x.(e style of 2 is applied to
the original target image, that is, the image without make-up
x1. (e result of style transfer on the previous page. (e
network is extracted through the encoder x. Content char-
acteristics of 1 c1. And style characteristics s1. Complete the
task of makeup migration by exchanging the style charac-
teristics of different images. For the image x1. For example,
after the encoder is extracted x1. Style characteristics s1 and
content characteristics c1. (e exchange is generated by the
encoder x12. (e two style transfer processes are combined to
form a circular style transfer network.

(is paper uses the characteristics of the AdaIN network
and the MUNIT network to separate the image before the
style transfer into image content features and style features,
and then transfer the extracted style features. On the specific
issue of makeup learning, the style feature parameters can be
refined into the details of makeup, such as facial brightness,
lipstick color, and other features. By extracting makeup
features, in the case of fixed content features, it is achieved
that the details, edges, and other features of the image style
are preserved, and the process of makeup learning is
completed. (is paper uses the cyclic consistent structure to
constrain the network’s weakly supervised training process
and uses the secondary generated image as the ground truth
of the image for weakly supervised learning training.

For a single style transfer network, its structure is shown
in Figure 2. (e network extracts and exchanges the content
feature and style feature of the image, respectively, through
the content coding feature device and the style coding
feature device to complete the makeup migration process.
Among them, the style coding feature device is composed of
a downsampling part, a global pooling layer and a fully
connected layer; the content coding feature device is
composed of a downsampling part and a residual module.
(e decoder is composed of a multilayer perceptron, a re-
sidual module, and an upsampling part. In the one-cycle
generation confrontation network model, the cycle refers to
the formation of a ring structure due to the symmetry of the
data flow. (e DCCGAN network uses the cycle consistency
feature to add a new cycle on this basis to ensure the quality
of the generated image of the migration result and speed up
the network convergence.

2.3. Database Construction. In the training process of this
network, the generator and discriminator gambling with
each other, the network converges after reaching a dynamic

equilibrium [21]. (e structure of the network’s double loop
and consistent constraint inputs the two types of images in
the data set into the network at the same time to complete
the style transfer process. DCCGAN implements the
training of the network generator and discriminator through
an optimized loss function:

minmax L(a, b) � Ldynamic + Lequili + Lmakeup. (7)

(edifference between the generated sample and the real
sample can be minimized, which is equivalent to enhanced
generation. (e ability to generate:

Ldynamic � Ec ∼ p c1( 􏼁
log(1 − D(F(x)))

log 1 − D x2( 􏼁( 􏼁
, (8)

where c ∼ p(c1) and s ∼ p(s1) represent the input image of
the generator, respectively. (e content and style belong to
style 1, that is, the style without makeup; it means that the
image category of the discriminator belongs to style 2, that is,
style with makeup. By lowering, it can maximize the gen-
erator’s “spoofing” ability and at the same time enhance the
discriminator’s ability to discriminate images from different
domains.

Lequili � L
x
equili + L

y

equili + L
z
equili. (9)

(e calculation method of content coding reconstruc-
tion loss, Lreconc, is as shown in the formula:

Lmakeup � Ec ∼ p c1( 􏼁
E∗ n2

log 1 − D x2( 􏼁( 􏼁
. (10)

(e above loss is back-propagated, and the style transfer
network adjusts the weights according to the feedback. After
multiple iterations, a style transfer model with this style is
generated, as shown in Figure 3. An image style transfer
algorithm for salient region preservation is proposed.
Aiming at the problem that the existing style transfer al-
gorithm will cause the salient area of the content image to be
distorted during the stylization process, this paper proposes
an image style transfer algorithm with salient area
preservation.

Generally speaking, increasing the width and depth of
the network can greatly improve the performance of the
network, and the deep network is generally better than the
shallow network. When simply increasing the network
depth, there will be problems such as gradient explosion or
gradient disappearance [22]. At this time, this problem can
be solved by regular initialization, replacement of activa-
tion functions, or batch normalization. (e internal re-
sidual block of the residual network uses the remaining
connections, and the input image and the output image
share a structure, which alleviates the problem of the
disappearance of gradients caused by increasing the depth
of the neural network. (is kind of connection can make it
easier for the network to learn the recognition ability and is
easy to optimize, as shown in Table 2. (is characteristic of
the residual network can ensure that the input image and
the output image share the structure, and maintaining a
consistent image structure is beneficial for image conver-
sion tasks.

Table 1: Training data set.

Data set Data reference Migration coefficient Output
a1 3 4 2
a2 4 5 4
a3 6 6 2
a4 3 4 4
a5 0 2 5
a6 1 0 7
a7 2 0 6
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(e style transfer network consists of a downsampling
layer, five residual blocks, and a sampling layer. (e
downsampling layer uses two stride convolutions with a
stride of 2, which are symmetrical, and the upsampling layer
uses two micro-step convolutions with a stride of 1/2. In
addition to ensuring the same size of the input image and
output image, the upsampling layer has two advantages: first,

a larger network can be used with the same amount of
calculation, for example, a volume with a size of 3∗3 and a
number of channels C. (e calculation amount of the
product kernel on the image of size H∗W∗C is equal to the
calculation amount of the MC channel convolution kernel in
the input image size, where M is the downsampling coef-
ficient. So this operation will greatly reduce the
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Figure 3: Algorithm framework diagram.

Table 2: Comparison of conversion accuracy and saturation of residual grid.

Number of residual grids Conversion accuracy (%) Saturation Consistency
1 32 65 1
2 45 74 2
3 52 78 2
4 61 87 3
5 70 89 4
6 79 96 4
7 86 97 4
8 92 97 4
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computational overhead. (e second is the increase in the
effective receptive field. If the downsampling operation is
not used, 2 receptive fields can be added for each additional
3∗3 convolution kernel. After the downsampling operation,
the effective receptive field can be increased by 2M, whereM
is the downsampling coefficient. In general, increasing the
effective receptive field can improve the effect of style
transfer.

Assume that the feature map size of the first layer of the
VGG-16 network is C∗H∗W. H and W, respectively,
represent the height and width of layer l features, and C
represents the number of channels.(e characteristics of the
layer can be expressed as a matrix:

Tl ∈ R(C∗H∗W). (11)

(e content loss function is to calculate the mean square
error between the content image and the composite image
after passing through the VGG-16 network.(e content loss
is

lcont(y, x∗ ) �
Tl(y) − Tl(x∗ )

����
����􏼐 􏼑2

H∗W∗C
. (12)

(e style loss function calculates the square of the F
norm of the Gram matrix difference between the style image
and the composite image after passing through the VGG-16
network. (e style loss is as follows:

Tl(y) � G(y) − Gl ys( 􏼁
����

����
2
. (13)

For the two images in each layer of the VGG-16 network,
the Gram matrix is calculated, and the square of the F norm
of the matrix difference between the corresponding layers is
calculated. Finally, each layer (the algorithm is ReLU1_2,
ReLU2_2, ReLU3_3, ReLU4_3) adds the results to get the
loss style. (e Gram matrix is calculated as follows:

Tl(x∗ ) � 􏽘
n

w�1
􏽘

n

h�1
T(h,w),c(x). (14)

As shown in the network diagram in Figure 4, the style
transfer network is trained under the guidance of the per-
ception network and the saliency network. In the training
process, the parameters of the perception network and the
saliency network are fixed, and the parameters of the style
transfer network are updated through the total loss function.
Under the combined action of the perception network and
the saliency network, multiple iterations are optimized, and
the style transfer model is finally generated. (is model
preserves the significant area of the content image while
changing the image style, and the generated stylized image
has a good visual effect.

3. Results and Analysis

3.1. Saliency Evaluation of Style Transfer. It can be seen from
Figure 5 that the features of the content image and the style
image are extracted separately, and then the stylized image is
generated through image reconstruction. (e generated
stylized image realizes the style conversion but is distorted,

and the semantic information of the content image is lost.
(e perceptual loss function is proposed, which retains the
structure of the content image to a certain extent, but it
retains all the features in the content image, so that the
stylized image has no sense of hierarchy.(e style transfer of
any style is realized, and the generated stylized image has a
relatively obvious “grid” phenomenon, resulting in unsat-
isfactory visual effects. (e proposed image style transfer
algorithm with salient area preservation can better preserve
salient areas of content images in stylized images, and the
salient areas are obviously different from the background
and have better visual effects. From the comparison of the
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saliency map of the stylized image, it can be seen that the
saliency map of the stylized image generated in this chapter
is the most consistent with the saliency map of the content
image, which means that the stylized image generated by the
algorithm in this chapter can well retain the content image
while changing the style. (e prominent area of the image
enhances the visual effect of the style image. However, as the
number of network layers further increases to hundreds of
layers, the phenomenon of network degradation will occur,
that is, the accuracy of the training set is saturated or de-
creased. In response to this problem, the literature proposed
a residual network.

(rough three sets of comparative experiments, it can be
seen that under the same conditions, DS-DCCGAN has a
better style transfer effect than DCCGAN. (e DS-
DCCGAN method can learn the makeup of the reference
image on the basis of maintaining the facial features of the
original image to be transferred, regardless of whether there
is a change in facial pose or facial shadow. (e calculation of
the evaluation plane also uses the test set of the MTdata set
as input. After the models are trained using the same
training set, the coordinates of the style & structure plane are
calculated by Gram loss and SSIM. (e comparison cal-
culation results with the previous comparison methods are
shown in Figure 6.

In the plane of he figure, the method DS-DCCGAN in
this chapter is the red point, and the contrast method is the
black point. (e more the value goes to the upper right, the
better the makeup learning effect of the image. In order to
control the variables, each method in the figure uses the MT
data set and the same calculation method to calculate the
loss. From the ordinate point of view, the Gram loss of the
method in this chapter has a better effect than DCCGAN,
compared with BeautyGAN and AdaIN, the structure is
closer to the original image style. (is result can be un-
derstood as the method in this chapter retains more facial
features of the target image under the condition of similar
style transfer effects.

On the specific issue of makeup learning, the style feature
parameters can be refined into the details of makeup, such as
facial brightness, lipstick color, and other features. By
extracting makeup features, in the case of fixed content
features, it is achieved that the details, edges, and other
features of the image style are preserved, and the process of
makeup learning is completed. (is paper uses the cyclic
consistent structure to constrain the network’s weakly su-
pervised training process and uses the secondary generated
image as the ground truth of the image for weakly supervised
learning training.

In the evaluation index, two methods are used to judge
the quality of the repaired image. One is the subjective
method, that is, looking for the evaluator to give the
damaged picture, the repaired picture of a certain method,
and the original picture without knowing what kind of repair
method the picture was obtained, and let them score the
repair result (point value is 0–10, the better the repair effect,
the higher the score), and then the average score of each
method is counted. One is an objective way, that is, a certain
algorithm index is used to characterize the similarity

between the restored picture and the original picture. In this
paper, peak signal-to-noise ratio (PSNR) and structural
similarity (SSIM) are used to evaluate the quality of the
restored picture. Regarding the subjective scoring method,
we found 4 people unrelated to this research to score various
repair methods, and each person randomly assigned 250
pairs of data in the verification set (including damaged
pictures, pictures after a certain method of repair, and
original pictures) to be evaluated the result, as shown in
Figure 7. (is method is undoubtedly the most accurate, but
considering that the workload is too large and slow, this
article selects PSNR and SSIM, two widely used objective
evaluation standards for auxiliary evaluation.

3.2. Analysis of Experimental Results. As we all know, the
setting of hyperparameters is particularly important for deep
neural networks, especially for generating adversarial net-
works. (erefore, in order to make the model learn as much
as possible, we have done a lot of debugging experiments on
the GNST-Net hyperparameters and finally selected the best
hyperparameters, as shown in Figure 8:

(1) (e initial training of the network does not use the
discriminator, and the MSE loss without weight is
used for 10 epoch training. (e reason for this is to
give the discriminator a better direction to “game”
with the generator;

(2) (e training of the generator and the discriminator is
interleaved.(e strategy is that when the generator is
trained, if the accuracy of the batch of generated data
on the global discriminator (that is, the global dis-
criminator judges the generator generated samples as
negative samples, the proportion of the total gen-
erated samples) is 30% (e following is the dis-
criminator training (including global discriminator
and local discriminator), otherwise it is considered
that the generator cannot hide the discriminator at
this stage, and further training is required. When
training the discriminator, if the accuracy of this
round of the global discriminator can reach more
than 75%, it is considered that the discriminator is
well trained at this stage and can assist the generator
training;

(3) (e weight of the adversarial loss of the discrimi-
nator in the total loss when the generator is trained.
(e loss of the global discriminator is selected
according to its size. In this paper, if the loss of the
global discriminator is greater than 0.5, the weight
coefficient is given as 0.25 in the Basenet_1 and
Basenet_2, and if the loss is less than 0.5 in the
sptnet_1 and sptnet_2, the weight coefficient is given
as 0.5. For the local discriminator, the same idea as
the global discriminator is adopted, but its loss is its
own output.

(e current face restoration algorithm has been devel-
oped rapidly, and the face restoration technology has been
widely used in photo restoration and cultural relic resto-
ration. Based on the full research and analysis of the current
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mainstream face restoration algorithms, this paper proposes
a face restoration technology based on generative con-
frontation network and neural style transfer.(e lightweight
model MobileNet-V1 is selected as the model framework of
this design. Real-time performance and accuracy can be
better balanced. Adding variational sampling to the gen-
erator brings more relevant information to the model,
making the repaired image more detailed. Adding SptCat
between encoding and decoding allows the model to reduce
the cost of searching for similar blocks to a certain extent,
making training faster and more stable. Adding the style loss
of neural style transfer to the training makes the picture after
face restoration have integrity and continuity, which im-
proves the accuracy of face restoration to a certain extent.

4. Conclusion

Texture fusion is the process of applying the style of one style
image to another content image. It is an artistic creation and
image editing technology. In recent years, the rapid devel-
opment of deep learning has injected new power into the
field of computer vision, and a large number of image style
transfer algorithms based on deep learning have been
proposed. From the perspective of reducing model pa-
rameters and improving operating efficiency, this paper
proposes a lightweight image style transfer algorithm that
introduces an attention mechanism. Use a lightweight
convolutional neural network as the main body network for
style transfer and introduce a lightweight attention mech-
anism into the main body network. Compared with the
original network, the amount of parameters of the attention
mechanism is very small, and there is almost no additional
burden. In this case, the performance of the lightweight
network can be improved. In addition, the idea of residual
network is used to add remaining connections to the
lightweight network to enhance the recognition ability of the

network. Experiments show that the lightweight style
transfer algorithm proposed in this chapter guarantees the
quality of stylized images. (e network model has fewer
parameters and smaller size and is easy to apply on mobile
devices. In the future, the prominent area of the image will
enhance the visual effect of the style image.
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