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,e market is intricate and complicated, and the existing risk warning models have problems of low efficiency and poor
generalization in predicting market risk data. Aiming at the problems, this study takes stock market risk warning as the research
object and proposes a market risk warning model based on LSTM-VaR. 15 variables in the three categories of basic transaction
data, statistical technical indicators, and moving interval data are selected as the stock market characteristic indicators, the
LSTM(Long Short TermMemory) prediction model is constructed and the standard deviation of stock returns is predicted. Based
on the predicted results, the probability distribution of return rate under the conditional distribution is obtained, and the
VaR(Value at Risk) is calculated. 1% and 5% sample quantiles are taken as the warning line, and the LSTM-VaR warning model is
obtained.,e results show that the RMSE value of the model is the smallest, which is 0.013762, when the activation function of the
LSTM-VaRmodel is the Leaky ReLu function, the training periods epochs are 10, the time window length N is 9, the batch size is 8,
the number of neurons in each layer is 50, the dropout probability is 0.1, and adam is used as the optimizer. Compared with
traditional prediction models such as MLP, the proposed model has better performance and can well realize market risk warning.

1. Introduction

,e influencing factors of the market are complex and
changeable, and it is usually difficult to master the rules. In
recent decades, market crises occurred frequently. For ex-
ample, the global economic crisis in 2008 triggered eco-
nomic turmoil around the world, resulting in
unemployment of tens of millions of laborers worldwide, an
increase of 50 million poverty population, and irreparable
losses [1].,is shows the significance of market risk warning
in the global economy. At present, with the progress of
artificial intelligence technology, deep learning, with good
nonlinear mapping ability and fitting generalization ability,
is widely used in market dynamic prediction. For instance,
prediction methods based on artificial neural networks have
achieved good prediction results in dealing with market
non-linearity and time series dependence. Lin Wenhao and
Chen Xuebin et al., combined with the relevant data of
Shanghai Securities, proposed a stock market risk prediction
method based on GARCH(Generalized Autoregressive

Conditional Heteroskedasticity model), which effectively
realized the prediction of stock market risk [2, 3]; Li Xinxin
and Liu Chengcheng et al. built a risk prediction model with
generalized vector autoregressive model [4, 5]; Guo Jing and
Liu Wenchao et al. evaluated the inherent volatility risk of
the stock market through implied tail risk, greatly improving
the risk warning ability [6, 7]; Zhou Wenhaoand Tian
Chongwenet al., constructed a customer default model of
banks on the basis of commercial banks data and the logistic
regression, so as to improve the identification ability of
customer risks of banks; However, the above methods are
mainly through quantitative risk analysis [8, 9]. With the
application of neural network, It has begun to be applied to
risk prediction. For example, Ren Ni et al. applied deep
learning algorithm to financial risk prediction, providing
reference for the application of deep learning algorithm in
risk prediction [10]. Zhang Qun et al. applied LSTM algo-
rithm to wind forecasting, which is characterized by fitting
with time series data. In the above studies, the focus is how to
improve the accuracy of risk prediction [11]. ,erefore, in
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order to solve the above problems, based on extensive review
of relevant literature, this study takes stock market risk
warning as the research object, and proposes a LSTM-VaR
market risk warning model in the basis of the LSTM(Long
Short Term Memory) and the VaR(Value at Risk). By using
LSTMnetwork to predict standard deviation of stock returns
and VaR to measure value at risk, the stock market risk
warning can be realized.

2. Basic Methods

2.1. LSTM Model Introduction. LSTM model is a variant of
recurrent neural network (RNN). By replacing the neuron
structure of RNN with a three-layer “gate” structure of input
gate, output gate and forgetting gate, the problem of gradient
disappearance of RNN network loss function and long-term
dependence can be solved. Figure 1 is the LSTM network
model structure, showing the processing flow of data
through the memory unit and gate structure. In the figure, it
represents the input gate, ft represents the forgetting gate,
Ot represents the output gate, Ct represents the hidden layer
neuron state, lt represents the candidate value generated by
inputting Zt, [ht−1, zt] represents the connection vector
between the hidden layer output at time t − 1 and the input
at time t, and wf, bf respectively represent the weight matrix
of the forgetting gate and bias, wi, bi respectively represent
the weight matrix of the input gate weight matrix and bias,
wo, bo respectively represent the weight matrix of the output
gate weight matrix and bias, w1, b1 respectively represent the
weight matrix of the current state value weight matrix and
bias.

,e status update mode of the LSTM network model is
shown in (1)–(5)

ft � σ w
f

ht−1, zt   + z
f

, (1)

ot � σ w
o

ht−1, zt (  + b
o
, (2)

lt � tan h W
l

ht−1, zt   + b
l
, (3)

ct � ft.ct−1 + it.lt, (4)

ht � ot.tan h ct( , (5)

2.2. VaR Model Introduction. ,e VaR model, value-at-risk
model, can be calculated by formula (6)

P(ΔP>VaR) � 1 − a. (6)

In the formula, P stands for probability measurement;
ΔP stands for value loss; a stands for confidence level, the
larger the value, the more disgusted the separation. ,e
meaning of the above formula is that within a period of time
in the future, the probability loss of the asset portfolio 1 − α
will not exceed the VaR value. For VaR measurement, it is
usually calculated by the empirical distribution of the rate of
return based on historical data, as shown in formulas (7) and
(8) [12].

Rt |Ωt−1(  ∼ N μt, σ
2
t . (7)

In the formula, Rt is the rate of return; μt is the average
rate of return; σt is standard deviation of return rate; Ωt−1 is
the information set at time t−1.

According to the above LSTM and VaR model intro-
ductions, LSTM has strong nonlinear mapping capabilities
[13], VaR model is a risk management method to measure
market risk, and it is easy to handle and fast in calculation [14].
,erefore, combining LSTMmodel and VaRmodel, this study
proposes a market risk warning model based on LSTM-VaR.

3. Market risk warning model
based on LSTM-VaR

3.1. Characteristic variables selection. ,e selection of
characteristic variables is a prerequisite for realizing market
risk warning. ,is paper takes stock as the research object,
and constructs a market risk warning model based on op-
timized LSTM model. According to literature and the
nonlinear characteristics of stock data [15], this paper selects
representative indicators from basic transaction data, sta-
tistical technical indicators and moving interval data as
characteristic index variables, as shown in Table 1.

3.2. LSTM-VaR model construction

3.2.1. Activation function. In order to strengthen the
learning ability of the network, an activation function is
introduced into the network. ,e Sigmoid function is the
designated activation function of the logistic regression
model. It has the advantage of being easy to derive, but it is
prone to the problem of gradient disappearance. Its
mathematical expression is as formula (8). Tanh function is a
saturated activation function, and there is still the problem
of gradient disappearance. Its mathematical expression is as
formula (9), and the calculation is simplified as formula (10).
Relu function has certain advantages in solving the problem
of gradient disappearance, and its mathematical expression
is shown in formula (11). ,e Leaky Relu function is an
expanded and improved activation function of Relu function
[16], which can better solve the problem of gradient dis-
appearance. ,erefore, this study selects the Leaky Relu
function as the activation function of the LSTM-VaR model.
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Figure 1: Schematic diagram of LSTM network structure.
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ReLu � max(0, x). (11)

3.2.2. Loss function selection. Loss function is a method to
solve the problem of model overfitting. By not allowing
parameters to pass through all neurons, it can reduce
neuronal computation, improve computational efficiency,
and reduce network scale. ,is research reduces the network
scale by adding a loss function at the dropout layer of the
LSTM-VaR network. Commonly used loss functions include
0-1 loss function, absolute loss, logarithm and root mean
square error (RMSE), whose mathematical expressions are
as follows: (12)–(14). Since the root mean square error
function has a better solution to the fitting phenomenon, this
study chooses it as the loss function of the LSTM-VaR
network model [17].

L(Y, f(X)) �
1, Y≠f(X)

0, Y≠f(X)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (12)

L(Y, f(x)) � |Y − f(x)|, (13)

L(Y, P(Y | X)) � −logP(Y | X), (14)

RMSE �

�������������
1
n


n

i−1 yi − yi( 



. (15)

In the formula (15), n represents quantity, yi represents
the true value and yi represents the predicted value.

3.2.3. Sliding windows. ,e input of market risk warning
model based on LSTM-VaR is time series data, while sliding
Windows are usually used in time series prediction [18]. ,e
sliding window realizes data statistics by dividing a period of
time into multiple windows, and sliding each window with
equal length, taking the window data as the unit. By using the
sliding window, more relevant and time-sensitive data in-
formation can be extracted. Figure 2 is a schematic diagram
of an instant sliding window. As the window slides, the
previous window becomes invalid, and a new window is
generated accordingly.

3.2.4. Dropout layer. LSTM-VaR model contains a large
number of parameters which are prone to over-fitting during
model training, resulting in poor fitting effect of data
samples on training set and test set [18]. ,erefore, this
paper adds a dropout layer to the model to solve this
problem. ,e process of dropout node units is to randomly
select neurons for temporary hiding in a loop, and perform
looping and optimization [19]. Repeat the operation until
the end of the training.

3.3. Market risk warning process based on LSTM-VaR.
Based on the above analysis, the risk warning process of the
stock market is summarized as follows: Firstly, missing
values and standardized processing are carried out on the
collected stock market data, then the risk measurement on
the processed data. Secondly, the data after risk measure-
ment is input into LSTM-VaR model, and the deep learning
model LSTM is used to predict the stock market risk, and the
prediction results are output. Finally, the prediction results
are measured by VaR to realize risk warning. ,e above
process can be illustrated in Figure 3.

4. Simulation experiment

4.1. Experimental environment construction and data sources.
,is experiment was carried out in Python, TensorFlow and
keras environment. ,e experiment takes the stock market
risk warning as the research object, takes day as the unit,
selects the relevant data of the Shanghai and Shenzhen 300
Index of Oriental Fortune fromOctober 5, 2009 to August 5,
2020 as the experimental data. ,e CSI 300 yield trend is
shown in Figure 4 [20, 21].

Considering the problem of missing data in the collected
data, in order to avoid the impact of missing data on the risk
prediction results, the study performed deletion pre-
processing on missing data. In addition, due to the large
differences in the magnitude and dimension of different
indicators, this experiment standardized the data by formula
(16) [22]. In the end, this study obtained a total of 2,917 sets
of historical data for stock market risk prediction.

X′ �
X − mean(X)

std(X)
. (16)

Table 1: Characteristic index variables.

Categories of characteristics Characteristic variables

Basic transaction data

Opening price
Closing price

Intraday ceiling price
Intraday bottom price

Volume
Turnover

Statistical technical
indicators

Average price
Spread

Price-to-earnings ratio (P/E Ratio)
Rate of return

Moving interval data

5-day yield
10-day yield

Circulation market value
5-day circulation market value
10-day circulation market value
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,e pre-processed data were divided into training set,
test set and verification set in a ratio of 3 :1 :1, and the
specific distribution was shown in Figure 5.

4.2. Evaluation Indicators. In this experiment, root mean
square error (RMSE) was used as an indicator to evaluate
model performance, as shown in formula (17). ,e smaller
the value is, the better the prediction effect is [23].

RMSE �

�������������
1
n


n

i−1 yi − yi( .



(17)

According to the definition of VaR, stock rate of return is a
significant indicator affecting value-at-risk prediction. ,ere-
fore, it is selected as the warning indicator of stock market risk
in this experiment. Stock return rate is usually expressed by
relative return rate, as shown in formula (18) [24]:

Ri,t � 1nPi,t − 1nPi,t−1. (18)

In the formula, Ri,t represents the price return rate of
index i on day t; Pi,t represents the daily closing price of the
index on day t; and Pi,t−1 represents the daily closing price of
the index on day t−1.

LSTM model Deep learning model

Stock market risk prediction results

Data preprocessing

Feature extraction

Training model

Comparison of learning methods

Hyperparametric training

LSTM-VaR warning model

Optimized LTSM prediction model

Stock market risk measurement

LSTM-VaR warning model

Figure 3: LSTM-VaR model warning process.
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Figure 5: Division results of stock return data set.
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4.3. Parameter Settings. In this experiment, the initial
parameters of the LSTM model were set as follows:
training periods epochs were 10, time window length N
was 9, Batch size was 8, the number of neurons in each
layer was 50, and the dropout probability was 0.1. Tanh
function was selected as the activation function and Adam
as the optimizer [25]. To obtain the optimal LSTM model,
the optimal parameters are determined by experimentally
observing the RMSE value of the model. Firstly, , different
epochs are selected to train the LSTM model when other
parameters remain unchanged, and RMSE corresponding
to different epochs values are obtained as shown in Ta-
ble 2. According to the table, when epochs � 10, RMSE is
the smallest. As the epochs increase, the RMSE value
gradually increases, indicating that the model overfits
when epochs >10. ,erefore, epochs were set to 10 in this
experiment

Secondly, under the condition that other parameters
remain unchanged, different Batch sizes are selected for
training of LSTM models, and RMSE corresponding to
different batch size values are obtained as shown in Table 3.
In order to display the relationship between batch sizes and
RMSEmore intuitively, the table is drawn into a line chart, as
shown in Figure 6. As can be seen from the figure, RMSE of
the model fluctuates with the increase of batch size values.
When Batch size is 8, RMSE value corresponding to the
model is the minimum. ,erefore, batch size was set to 8 in
this experiment.

In the same way, the controlled variable method was
used to experiment with the length of the time window of the
LSTM model, the number of neurons in each layer, and the
dropout probability value. While other parameters remain
unchanged, RMSE of the model under different time win-
dow lengths (N), number of neurons at each layer, and
dropout probability values are shown in Figure 7 and
Figure 8.

Figure 7 shows that the RMSE value of the model
fluctuates with the increase of N. When N is 16, the RMSE of
the model is the minimum. ,erefore, the time window
length was set as 16 in this experiment.

It can be seen from Figure 8 that the RMSE value of the
model is the smallest when the number of neurons in each
layer is 100.

As shown in Figure 9, the RMSE value of the model is
minimal when the dropout probability value is 0.5. ,ere-
fore, the dropout probability of the model was set to 0.5 in
this experiment.

Finally, for purpose of testing the impact of different
activation functions on the model, on the basis of the above
optimal parameters, Leaky ReLu, TANH and ReLu functions
were selected as the activation functions of the LSTMmodel,
and RMSE values of the model under different activation
functions were obtained, as shown in Table 4. According to
the table, when the activation function is Leaky ReLu, the
RMSE of the model is the smallest. ,erefore, Leaky ReLu
function was selected as the activation function of the LSTM
model in this experiment.

,rough the above operations, the parameter settings of
the experimental model are shown in Table 5.

4.4. Experimental Results

4.4.1. LSTM model verification. In order to verify the per-
formance of the LSTM model with optimized parameters,
this study compared the prediction results with the LSTM
prediction results before parameter optimization and the
prediction results of common prediction methods such as
MLP (multi-layer perceptron), as shown in Table 6. As can
be seen from the table, the optimized LSTM model has the
lowest RMSE value compared with the other prediction
method. ,erefore, the optimized LSTM model proposed in
this study can effectively and well predict the stock return
rate, which has certain advantages.

Table 2: RMSE comparison of different epochs.

Epochs RMSE
10 0.014473
20 0.014570
30 0.014663
40 0.014657
50 0.014546

Table 3: RMSE comparison of different batch sizes.

Epochs RMSE
8 0.014473
16 0.014591
32 0.014528
64 0.014608
128 0.014578

0.01460
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Figure 6: RMSE line chart of different batch sizes.
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Figure 7: RMSE line chart of different time window lengths.
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,e residual sequence histogram of the LSTM model is
shown in Figure 10. As the figure shows, the residual sequence
follows normal distribution. Descriptive statistics weremade in
Table 7. ,e table shows that the residual mean, standard

deviation and skewness are approximately 0, and the kurtosis is
close to the kurtosis value of the standard normal distribution.

,en, the standard deviation of return rate σt was predicted
by rolling, and LSTM model parameters were obtained, as
shown in Table 8. Using this parameter to predict the standard
deviation, the fitted broken line is shown in Figure 11. It can be
seen from the figure that themodel has a good fitting effect and
can well fit the standard deviation trend.

4.4.2. VaR measurement results. Using VaR to calculate the
test set, some results are shown in Figure 12. As can be seen
from the figure, VaR fluctuates sharply in the stock market.

,e sample quantiles with stock return rate of 1% and 5%
are taken as the warning line of stock market risk. When the
VaR is lower than the warning line, the warning model
indicates. Figure 13 shows the warning diagram. ,e figure
shows that VaR was in the trough in April 2020. Enlarged
area is got in Figure 14 As Figure 14 shows, VaR was below
the warning line of 1% sample quantile from March 13 to
April 1 2020.
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Figure 8: RMSE line chart of different number of neurons.
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Figure 9: RMSE line chart of different dropout probability.

Table 4: RMSE comparison of different activation functions.

Activation RMSE
Leaky ReLu 0.014479
Tanh 0.146065
Relu 0.014501

Table 5: Optimal parameter Settings of the model.

Parameter Variable Value
Epochs 10
Batch size 8
N 16
Istm units 100
Dropout 0.5
Activation Leaky Relu

Table 6: Comparison of prediction results of different prediction
methods.

Prediction Method RMSE
,e day value as predicted value 0.021977
Moving average as predicted value 0.016104
MLP (multilay er perceptron) 0.014509
LSTM 0.014804
LSTM (optimized) 0.013762
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Figure 10: Histogram of residual distribution.

Table 7: Residual description.

Variable Value
Average −0.0011642
Standard deviation 0.0245195
Maximum 0.144568
Minimum −0.0170837
Skewness −0.027
Kurtosis 3.321

Table 8: Standard deviation σt prediction model.

Parameter Value
Epochs 10
Batch size 8
N 9
Istm units 100
Optimizer Adam
Dropout 0.1
Activation Tanh
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5. Conclusion

To sum up, the proposed model predicts the standard de-
viation of stock return rate with LSTM model. Taking Leaky
Relu function as the activation function, training period
epochs were 10, time window length N was9, batch size was
8, the number of neurons in each layer was 50, and the
dropout probability was 0.1, and Adam as the optimizer, the
standard deviation of stock return rate can be effectively
realized. In this case, the RMSE value of the model is the
minimum, which is 0.013762.,e stock market risk warning
can be realized by measuring VaR and taking 1% and 5%
sample quantile as warning line. Compared with traditional
prediction models such as MLP, the LSTM-VAR model
proposed in this study has a better effect on market risk
warning and can realize the warning well. However, there are
still some shortcomings in the research process, such as the
selection of characteristic variables, which are all structured
data. It is recommended to add unstructured data to enrich
data features to better capture market sentiment charac-
teristics. In addition, due to the limitations of equipment
conditions and the long time-consuming model training
parameters, the model was only trained once, so there may
be some errors in the results. It is suggested to train the
model for several times if conditions permit, or to reduce the
training duration by optimizing the model. In the next step,
researches should be improved from the above shortcomings
to increase the breadth of the research.
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