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Arti­cial intelligence and big data, as emerging technologies that have attracted much attention in recent years, have broad
application and development space in improving the development of intelligent and re­ned education in colleges and universities.
�e application of arti­cial intelligence and big data to the mental health education practice of college students has a very positive
e�ect on accurately discovering and scienti­cally solving the mental health problems of college students. In order to combine big
data and cloud computing platform organically, this paper introduces an intelligent algorithm based on multi-output support
vector regression (MSVR) model and immune clone selection algorithm (ICSA). At the same time, we couple the two to obtain a
new intelligent algorithm, namely, immune multiple output support vector regression (ICSA-MSVR) algorithm. Based on the
prediction results of health education on students’ knowledge and behavior by cloud computing platform, the necessary
conditions for three intelligent algorithms to complete the task are summarized. Numerical experimental results show that ICSA-
MSVR plays a role in both local search and global search, and is more e�ective in large-scale cloud computing task scheduling. In
addition, in task scheduling, when the task completion time is short, ICSA-MSVR has a lower load imbalance than ICSA and
MSVR, which can achieve better load balancing, and the load between virtual machines is closer. Finally, combined with the
problems and the needs of students’ health education, suggestions are put forward to deepen the application of technology in
students’ mental health education. �is approach can provide corresponding ideas and reference methods for improving the
scienti­city, pertinence, and e�ectiveness of mental health education.

1. Introduction

Exercise and health education is an important part of stu-
dents’ knowledge and behavior, and it is an objective daily
activity [1, 2]. With the development of technology, the
ability to realize its value can be enhanced to a certain extent
with the help of big data technology [3, 4]. How to dig,
analyze, and use data in a scienti­c, e�cient, and reasonable
way, and explore the integration and development of tra-
ditional exercise and health educationmethods with modern
information technology have become important means to
release the value bene­ts of health education [5, 6]. In
addition, the introduction of big data technology into the
vision of health education can not only broaden the way of
thinking of health education. �is can also e�ectively

integrate the universality of the use of big data and the
speci­city of health education, and improve the adaptability
and realistic e�ectiveness of sports health education [7, 8].

Enhancing the applicability and e�ectiveness of sports
health education is a realistic requirement under the new
situation, new laws, and new scenarios. �is situation is
mainly manifested in two aspects.

(1) It is necessary to promote the renewal and reform of
educational carriers here. �ese methods are aimed
at profound changes taking place. Health education
needs to strengthen the selection, update, and op-
timization channels of content resources and
implementation methods on the basis of existing
carriers, and conduct information dissemination
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through normalized, personalized, and efficient
carriers. (is can effectively promote the achieve-
ment of the target effect.

(2) In addition, this method can optimize the predictive
analysis capabilities of education. By combining
artificial intelligence methods, we can maximize the
advantages of health education.

Strengthening health education is the best path to im-
plement the concept of health first and explore the inte-
gration of sports health education and big data, facing new
situations, new laws, and new requirements. (is is also a
topic with outstanding strategic value in the post-epidemic
era.

(e post-epidemic era not only deepens the connotation
of health education, but also puts forward more needs and
requirements for it. (e application of big data cannot be
simply understood as a carrier innovation or technological
innovation. (e effective release of its series of value benefits
requires the use of systematic thinking to make an overall
plan for the two and to explore more measures to effectively
integrate the two.

Big data is a new stage of informationization, digitali-
zation, and intelligent development, which is both an ob-
jective external environment and an important technical
carrier for health education. Relying on the new thinking
and new concept of modern big data technology [9, 10], it is
of distinctive significance and value to solve the methodo-
logical problems of health education under the new
situation.

Although students entering university tend to be rational
and mature in terms of knowledge and mind, due to the lack
of deep understanding and experience of reality, they have
certain vulnerability in terms of psychological and physical
quality, which makes them easy to have mental and physical
health problems due to some bad experiences. In the current
situation where the pace of life and study pressure continue
to increase, the issue of health education has obviously
become a prominent problem among college students’
groups. (erefore, more and more colleges and universities
have incorporated health education into the education
system of college students, hoping to enhance their
knowledge behavior through professional and targeted
health education.

However, the diversity of students’ mental states and the
lack of resources for health education teachers make it
difficult to effectively meet students’ individual physical and
mental health education needs. (is will result in health
education often being reduced to a public knowledge cur-
riculum [11, 12]. In such a situation, it is necessary to
improve the ability of college teachers to screen, locate, and
analyze the health education problems of college students
with the help of technology. Artificial intelligence and big
data, as the emerging technological content of computer
science and technology innovation, can meet exactly this
need.

In recent years, colleges and universities have gradually
begun to explore the application of artificial intelligence and
big data to the practice of college student health education,

so as to enhance the relevance and effectiveness of mental
health education [13, 14]. At present, the application of
technology is still in the exploration stage, and no systematic
and comprehensive application method has been formed.

In addition, in the field of school education, the value of
focused data resources is extraordinary. However, due to the
complexity of basic data resources, they do not directly serve
educational activities, and their value can only be repro-
duced after certain processing, handling, and analysis. Only
by focusing on the key points of exercise and health edu-
cation and reproducing the value points can we synchronize
and integrate the two to serve the educational activities. In
other words, we can enhance the ability to achieve the goals
of exercise and health education in a way that is driven by big
data technology.

For a long time, the student population has shown a
marked sensitivity to their psychological problems and is
reluctant to talk about them too much.(is makes it difficult
to carry out mental health education for college students in
an open and public way. Artificial intelligence and big data
can rely on the functional advantages of the Internet plat-
form, enabling universities and teachers to develop a per-
sonalized platform for college students’ mental health
education by using the Internet as a carrier. (is allows
students to log in to the system for content understanding
and activity participation at any time and from any location
on their own, truly eliminating the fear of health education
for students.

Based on the above analysis, it is necessary to analyze the
impact of health education on the knowledge and behavioral
ability of students, especially contemporary college students,
from the perspective of big data and cloud computing. (is
paper intends to introduce a novel big data combined with
artificial intelligence approach [15, 16](based on immune
multi-output support vector regression algorithm) and
discuss the application of the novel approach in this field
from the perspective of health education, in order to provide
an idea for future applications of big data and cloud
computing.

2. Immune-BasedMulti-OutputSupportVector
Regression Algorithm

With the rapid development of science and technology, big
data and cloud computing methods can be seen everywhere
for different fields around the world. For example, the
aerospace field often uses big data methods to detect tiny
damage in equipment. For some nonlinear phenomena or
some seemingly irregular situations, the use of big data
analysis can often summarize the development trend of such
problems and can have a better guiding role for future
planning and development. (is method is not only applied
in the field of science and engineering, but also favored by
researchers in the research process of social science. Taking
the health education involved in this article as an example,
the introduction of cloud computing and big data tech-
nology can to a certain extent liberate the traditional
teaching mode that only relies on the teacher’s name or
urging mode. (is method starts from the importance of
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each student, and reasonably analyzes and predicts the trend
of each variable, so that a corresponding teaching mode can
be formulated for each individual, and the purpose of
teaching students in accordance with their aptitude is truly
achieved.

In fact, the realization of big data and cloud computing is
also realized on the basis of artificial intelligence or intel-
ligent algorithms. Although big data technology and cloud
computing platform seem to be simple in application, the
mathematical principles contained in them are very com-
plex. Taking the BP neural network with the simplest
principle and the most convenient operation as an example,
the calculation of each neuron is obtained by iteration and
inversion of a series of nonlinear functions. Although this
calculation is complex, with the blessing of computer en-
gineering technology, researchers can obtain a predictable
network engineering through code programming. However,
it is a huge project for us to turn an initial black box into a
practical network project. (is requires repeated verification
and trial and error to be completed.

Fortunately, with the emergence of artificial intelligence
technology, more and more intelligent algorithms are ap-
plied in various fields. Compared with the early stage of
research, there is only one prediction system, BP neural
network, and various optimization algorithms have been
introduced. Genetic algorithm is considered to be an ef-
fective method to find the optimal solution. (e neural
network optimized by genetic algorithm improves the so-
lution method of weights and thresholds in its original al-
gorithm, making the whole calculation process more
reasonable.

In the process of finding the optimal solution, particle
swarm optimization is also applied. Compared with the
genetic algorithm, the particle swarm optimization process
does not need to set too many parameters in advance.
However, before the algorithm is calculated, it requires the
researcher to determine the fitness function first, which
requires the researcher to have certain prior knowledge.

Compared with the above two optimization algorithms,
support vector machine is a new type of calculation method.
It shows many unique advantages in solving small sample,
nonlinear, and high-dimensional pattern recognition. At the
same time, this algorithm can also be extended to other
machine learning problems such as function fitting.

In deep learning, support vectormachines are supervised
learning models related to related learning algorithms. (is
computational model can be used to analyze data and
identify patterns. In addition, it can also be used for clas-
sification and regression analysis.

As an upgraded version of the genetic algorithm, the
immune algorithm can make up for the shortcomings of the
calculation principle inherent in the genetic algorithm.
Under the premise of retaining the excellent characteristics
of the genetic algorithm, this intelligent algorithm tries to
selectively and purposefully use some characteristic infor-
mation or knowledge in the problem to be solved to suppress
the degradation phenomenon in the optimization process.

(e immune algorithm simulates the immune process of
the human body resisting external antigens through

antibodies. It is a swarm intelligence search algorithm with
an iterative process of generate and test. In the complex trial
calculation process, this algorithm can maintain global
convergence on the premise of retaining the best individuals
of the previous generation. (erefore, this artificial intelli-
gence algorithm has strong adaptability.

In the process of studying the influence of health edu-
cation on students’ knowledge behavior, this paper attempts
to form a new type of prediction system by coupling support
vector machine and immune cloning. In particular, we
should focus on combining this coupling algorithm with big
data technology and cloud computing platform, in order to
make this prediction system more adaptable.

2.1. Multidimensional Output Support Vector Regression.
(e support vector machine [17, 18] learning method was
proposed by Vapnik et al. based on the theory of statistical
learning. For each regression computational problem, they
can be represented as establishing a functional mapping
relationship between the input and output quantities. Here,
we assume that the function is y(x) � ω · x + b, xi, yi􏼈 􏼉

(i � 1, 2, · · · , k), xi, yi􏼈 􏼉 ∈ Rd × R1, and allow a certain
amount of fitting error to exist by introducing a relaxation
factor ξi, ξ

∗
i ≥ 0 in accordance with the structural risk

minimization principle of statistical learning. In this way, the
optimization problem mentioned in the text can be reduced
to a minimization problem, and the optimization objective is
established with the expression.
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where ω is the fit coefficient; ξi, ξi
∗ is the relaxation factor; C

is the penalty factor; and k is the sample size.
(e Lagrange multiplier method [19, 20] is often used by

researchers to solve optimization problems for this convex
quadratic optimization problem. (e Lagrange function can
represent the expression as follows.
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where αi, αi
∗, ci, c∗i is the Lagrange coefficient;

αi, αi
∗ ≥ 0; ci, c∗i ≥ 0; i � 1, 2, · · · , k.
According to the KKT condition, the expression of its

pairwise form maximization function can be expressed as
follows.
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where x is the i-th sample input value and x is the j-th
sample input value.

(erefore, solving the optimization problem yields the
support vector regression model can be expressed as follows.

f(x) � 􏽘
k

i�1
αi − α∗i( 􏼁 x, xi( 􏼁 + b, (4)

where x is the input value of the sample to be predicted.
(e above analysis is only applicable to linear regression

problems. However, for nonlinear regression, many re-
searchers need to introduce a feature space and use a
nonlinear mapping to map the data to a high-dimensional
feature space for linear regression. In addition, the imple-
mentation of this algorithm requires replacing the inner
product operation in linear regression with a kernel function
in the high-dimensional feature space.(e kernel function is
defined as follows.

K xi, xj􏼐 􏼑 � ϕ xi( 􏼁 · ϕ xj􏼐 􏼑, (5)

where ϕ represents the nonlinear mapping function.
After the same derivation process as linear regression, we

can finally obtain the support vector model fitting function
as follows.

f(x) � 􏽘
k

i�1
αi − α∗i( 􏼁K x, xi( 􏼁 + b. (6)

(e traditional support vector regression has a one-di-
mensional variable (SVR) as the output variable. (is ar-
tificial intelligence algorithm makes its application scenarios
limited. In some complex systems, we need to build multi-
input-multi-output mapping system to solve the problem.
(emain reason for this difference is that a 1D SVR does not
perform such tasks. (erefore, some research exists to ex-
tend the one-dimensional SVR to make it applicable to
multidimensional output systems to solve more complex
problems in practical engineering.

We extend the one-dimensional insensitive loss function
to multiple dimensions. In addition, the loss function can be
defined, and its expression is expressed as follows.
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· · · , wQ]; b � [b1, · · · , bQ]T, where ϕ is the nonlinear mapping
kernel function; x is the sample input row vector; yi is the
sample output row vector i � 1, · · · , n; n is the number of
samples; and Q is the dimensionality of the output variable.

Based on the loss function shown in the above equation,
we can construct the optimization objective function, whose
expression can be expressed as follows.
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To solve the mathematical optimization problem of
multidimensional output support vector regression (MSVR)
models, a large number of research results have proposed the
use of iterative reweighted least squares (IRSL) to solve the
problem.

In the optimization objective function of equation (8),
we can approximate the loss function by replacing it with a
first-order Taylor expansion.
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Meanwhile, we can construct a quadratic approximation
of equation (9) instead of the original equation form. (ere
are studies that confirm the approximate formula that can be
used to represent the relationship between the independent
variable and the response variable.
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(emain reason for using this approximate formulation
is that W and b are decoupled in this formulation. (is
intelligent optimization solution does not require iteration,
W and b; the approximate solutions of W and b can be
calculated directly by taking the partial derivatives ofW and
b equal to 0. After the optimization objective is solved, the
objective is to minimize the overall loss of W and b of the
sample set. By the above operation, the multi-output support
vector regression model is built.

2.2. Selection Algorithm Based on Immune Cloning. (e bi-
ological immune system is a complex adaptive system. (e
human immune system is capable of recognizing pathogens
and responding to them [21, 22]. (e researchers used this
mechanism to give this learning system some ability to learn,
remember, and pattern recognize. Immune cloning systems
can be used to describe the principles and mechanisms of
information processing using computer algorithms to solve
scientific and engineering problems.

Castro was the first to propose a clonal selection algo-
rithm (ICSA). (e algorithm is an intelligent method for
solving complex problems inspired by the human immune
system and simulating the function and mechanism of ac-
tion of the biological immune system. It retains several
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characteristics that are characteristic of the biological im-
mune system. (e advantages of this algorithm mainly in-
clude global search capability, diversity maintainer, extreme
robustness, and parallel solving search process. Researchers

can introduce this intelligent algorithm idea into the process
of solving optimization problems.

(e coupled algorithm introduced in this paper adds a
population suppression process to the ICSA to control the

Each antibody clones Vi to generate
temporary population C

The first antibody in C is retained and
does not mutate, and the remaining

antibodies are mutated

The C population calculates the
affinity and returns the mature

antibody

Begin

Antigen recognition

Generates a random initial population
of Abs

Stop algebra is reached Outputs optimization results

Calculate individual affinity in the
population and sort

Count the number of clones per
antibody, denoted Vi

The maturation process is performed
on antibodies that meet affinity

requirements

Remember the mature antibody
population as AB*

Generates a random population
Ab_new, which is merged with Ab*

to count as Ab

The individuals with the highest affinity in the
retention Ab_w, the remaining individuals are

replaced by random antibodies, and the
population counted as Ab_wf

Combine Ab_t and Ab_wf to form the
overall population for the next

iteration and proceed to the next cycle

Calculate the concentration of Ab, the
composition of the population with a

concentration greater than the
threshold Ab_w the remaining

antibodies constitute the Ab_t of the
population

Yes

No

Individual maturation
process

Figure 1: Flowchart of ICSA.
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average concentration of the population and avoid pre-
mature convergence of the algorithm to a local optimal
solution. (is operation increases the global optimization
capability of the artificial intelligence.(e detailed process of
the ICSA is shown in Figure 1.

(e typical multi-peaked function Rosenbrock function
(banana function) [24] is used to test the optimization ability
of the improved ICSA. Such function expressions can be
expressed as follows.

f(X) � 􏽘
n−1

i�1
100 xi+1 − x

2
i􏼐 􏼑

2
+ 1 − xi( 􏼁

2
􏼒 􏼓, (11)

where X � [x1, x2, . . . , xn] ∈ RN.
(e global minimum point of the Rosenbrock function is

obtained when all independent variables take the value of 1,
and theminimum value of the function value is 0.We use the
10-element Rosenbrock function to test the optimization
effect of the ICSA for multivariate functions. (e search
interval of the independent variable is (−10, 10), and the
algorithm parameters are set in Figure 2. As shown in the
figure, NP denotes the number of antibody population sizes,
G denotes the maximum number of cycles, and NC rep-
resents the number of clones.

We run the optimization algorithm 10 times and find the
minimum value point of the function about 4 times. (e
results of these 10 times of optimization are shown in
Figure 3. As shown in Figure 3, the ICSA has good opti-
mization-seeking capability for multidimensional multi-
peak functions. (is optimization algorithm can be applied
to solve the optimization problem of MSVR model and the
prediction performance of research health education based
on the coupled ICSA-MSVR algorithm.

(e main performance is that when the number of
numerical experiments exceeds 5 times, the three algorithms
show different prediction performances. When there are less
than 5 experiments here, the prediction effects of the three
algorithms are basically the same.

2.3. Inverse Analysis Method Based on ICSA-MSVR Coupling
Algorithm. (e values of the control parameters (penalty
coefficients C, sensitivity coefficients ε, kernel function
parameters σ) need to be specified artificially in the process
of MSVR model building. In order to control the parameter
values to achieve the minimum sample training error and
the best generalization accuracy of the MSVR model, we
propose to solve the parameters optimally by using the
ICSA.

In the model training phase, the overall error function of
the training sample set is defined as the optimization ob-
jective, and the error of individual samples is also adopted as
the insensitive loss function. (e training samples are di-
vided into learning samples and testing samples, and we use
the K-fold cross-validation method to calculate the overall
sample error. (is way the optimization objective function
expression is expressed as follows.

C
∗
, ε∗, σ∗( 􏼁 � argmin

C,ε,σ
Lall (C, ε, σ),

Lall(C, ε, σ) � 􏽘
k

m�1
􏽘

km

i�1
L ui( 􏼁,

(12)

where Lall (C, ε, σ) denotes the overall training loss function;
k denotes the number of sample aliquots; km denotes the
number of training sample aliquots; and the superscript
asterisk indicates the optimal parameter.

After the MSVRmodel is trained, i.e., the optimal MSVR
model parameters are optimized by the ICSA. (is com-
pletes the process of building the prediction model for the
positive method inverse analysis process.
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Figure 2: Specific application parameters of the ICSA.
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In the optimization process of the ICSA, in order to
expand the search range of the parameters and the search
efficiency, we mapped the parameters to be optimized ex-
ponentially; i.e., the range of values of the parameters in the

population is the natural logarithm of the actual range of
values. In addition, in the actual affinity calculation, the
antibody individuals are mapped exponentially, and the
calculation formula can be expressed as follows [23, 24].

Begin

Define the error function

Generates a random initial
population of Abs

Train the objective
function

Invert objective
function

Stop algebra is reached Outputs optimization results

MSVR model
parameters

Invert the 
mechanical

parameters of the
surrounding 

rock

Calculate individual affinity in
the population

Mature process with high
affinity, with mature population

as Ab*

Generates a random population
Ab_new, merged with Ab*, and

denoted as Ab

Population suppression of Abs is
performed

Yes

No

Figure 4: (e calculation flow of the ICSA-MSVR coupling algorithm.
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P′ � exp(P). (13)

(e flow of the coupled ICSA-MSVR algorithm is shown
in Figure 4.(is newly introduced AI algorithm differs in the
definition of the error function and the resultant output part
of the model training process and the parameter identifi-
cation process.

3. Simulation Results and Analysis

We take the results of a health education prediction for
students’ knowledge behaviors as an example and compare
their task completion through the cloud computing plat-
form. CloudSim is a cloud computing simulation platform
jointly developed by the GridLab and Gridbus project at the
University of Melbourne, Australia. It focuses on simulating
cloud environments and testing the scheduling policies of
different service models. To test the effectiveness of this
paper’s algorithm in cloud computing task scheduling, the
CloudSim platform is used under Intel i5 processor, 12GB
RAM, andWINDOS10 operating system. In this subsection,
we compare and analyze the improved algorithm (ICSA-
MSVR), immune cloning algorithm (ICSA), and multidi-
mensional output support vector machine (MSVR) intro-
duced in this paper in three aspects: convergence speed, task
completion time, and load imbalance of cloud computing
task scheduling.

(e strengths and weaknesses of the tested algorithms in
terms of convergence speed are mainly reflected in the
minimum number of steps to compute the iterations. At the
scheduling scale of 200 cloud tasks and 10 VMs, we can
compare the convergence speed of ICSA and ICSA by the
relationship between the number of algorithm iterations and
task completion time. In the analysis, we set the number of
antibody population size to 220 and the number of clones to
235.

As shown in Figure 5, ICSA-MSVR converges better
than ICSA, both ICSA-MSVR and ICSA converge quickly in
the first 100 iterations, and ICSA-MSVR converges faster
than ICSA. In addition, the ability of ICSA-MSVR algorithm
to develop near the optimal solution is improved and the
convergence speed of the algorithm is accelerated. Mean-
while, ICSA-MSVR gradually leveled off after 250 iterations,
and the task completion time was less than that of ICSA.

(e strengths and weaknesses of the tested algorithms in
terms of cloud task completion time are directly reflected in
the magnitude of task completion time. We set the number
of virtual machines to 10 and the number of cloud tasks to
40, 80, 120, 160, and 200 [25], and then we can compare the
task completion time of the three algorithms, ICSA-MSVR,
ICSA, and MSVR, in cloud task scheduling and analyze
them.(e specific numerical experimental results are shown
in Figure 6.

As can be seen in Figure 6, ICSA-MSVR takes less time
for task completion and is better optimized than the other
two algorithms. As the number of cloud tasks increases, the
task completion time also increases. When the number of
tasks is 40, the task completion time of ICSA-MSVR is 8s
and 20s less than that of ICSA and MSVR, respectively. (e

number of tasks gradually increases, and the task completion
time difference of each algorithm increases, and when the
number of tasks reaches 200, the task completion time of
ICSA-MSVR is 24s and 35s less than that of ICSA and
MSVR, respectively, which decreases by 3.7% and 5.3%. (e
above analysis results prove that ICSA-MSVR works in both
local search and global search, which is more effective on
larger scale cloud computing task scheduling.

What we know is that the degree of load imbalance (DI)
of the test algorithm is an important concept, and DI
measures the degree of imbalance between virtual machines.

In this paper, we use the standard deviation to represent
the imbalance DI. (e smaller the DI value, the closer the
amount of load among the virtual machines. (e better the
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load balance degree is, the more reasonable the scheduling
policy is. (e DI is expressed as follows.

DI �

����������������

􏽐
n
j�1 (Time − AL)

2

n

􏽳

, (14)

whereAL is the average load of the virtual machine and is the
average task completion time of the virtual machine; Time is
the load of the virtual machine; and n is the number of
virtual machines.

When the number of cloud tasks is 40, 80, 120, 160, and
200, the load imbalance DI of the three algorithms, ICSA-
MSVR, ICSA, and MSVR, is compared and analyzed as
shown in Figure 7.

It can be seen from Figure 7 that the DI values of the
three algorithms increase as the number of tasks increases,
and the DI values of ICSA-MSVR are smaller than those of
ICSA and MSVR. (is situation indicates that in task
scheduling with short task completion time, ICSA-MSVR
has lower load imbalance than ICSA and MSVR, which can
achieve better load balancing and closer load amount among
virtual machines.

To further investigate the effectiveness of the three in-
telligent algorithms in the application of health education
prediction of students’ knowledge behavior, the next step is
proposed by comparing the coefficient of determination (R2)
and the sum of squared residuals (SSE) of the three algo-
rithms. It is well known that the closer the square of the
correlation coefficient (R2) is to 1, the smaller the sum of
squared residuals (SSE) is, and the better the fit is. (e R2
and SSE corresponding to the three algorithms are plotted in
Figures 8 and 9.

As can be seen from Figures 8 to 9, compared with the
three algorithms, ICSA-MSVR obtained the largest coeffi-
cient of determination and the smallest sum of squared

residuals, which can indicate that this method has the rel-
atively best prediction performance.

In addition, we interpolated the predicted performance
parameters of ICSA-MSVR for this case using the trajectory
interpolation method. (e processing results are shown in
Figure 10. From Figure 10, we can see that the predicted
performance indexes obtained by interpolation have good
continuity after the optimization process of the coupled
ICSA-MSVR algorithm. (is method can provide some
theoretical references for the subsequent analytical studies.

We can get from the above simulation case of health
education analysis based on cloud computing that artificial
intelligence and big data are technical contents that are
emphasized and exploited in various fields in recent years,
and applying them to mental health education of college
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Figure 8: Comparison of the coefficients of determination of the
three algorithms.
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students can not only improve the technicality and accuracy
of mental health education. At the same time, this method
can also solve the current problem of effective teachers’ time
and energy in mental health education, which makes it
difficult to meet students’ personalized psychological edu-
cation needs. (e methods introduced above can make
health education carried out in amore scientific and effective
way.

4. Conclusion

(1) In this paper, we propose an improved immune
clone selection algorithm by adding a population
suppression process to improve the convergence to
local extrema and the prematureness of the algo-
rithm. After the arithmetic test, the algorithm has
good solving ability for multidimensional optimi-
zation problems and converges faster. (is coupled
optimization algorithm can accompany the cloud
computing platform to perform certain prediction
work on student health education problems.

(2) Taking a certain health education prediction result
for students’ knowledge behavior as an example, we
test the prediction performance of three algorithms,
ICSA-MSVR, ICSA, and MSVR, through the cloud
computing platform. (e results show that ICSA-
MSVR works in both local search and global search,
and is more effective in scheduling larger scale cloud
computing tasks. In addition, ICSA-MSVR has less
load imbalance than ICSA and MSVR in task
scheduling with short task completion time, allowing
better load balancing. (e amount of load is closer
between virtual machines. In the meantime, com-
pared with the three algorithms, ICSA-MSVR ob-
tained the largest coefficient of determination and
the smallest sum of squared residuals, which can
indicate that this method has the relatively best
prediction performance.

(3) Of course, the current research and practice on the
application of artificial intelligence and big data in

student health education is still in the exploratory
stage, and there are more problems and shortcom-
ings. (is requires combining the needs of students’
health education and deeply tapping and using the
advantages of technologies such as artificial intelli-
gence and big data to truly bring into play the
positive functions of technology in education. (e
combination mechanism of intelligent algorithms
introduced in this paper can provide some theo-
retical reference for such research.
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