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Currently, organizations have to maintain separate systems for transactions and analytics inside the company. Notably, different
vendors provide the capabilities for either of these tasks that require specialized hardware or software. Data engineers are required
to retrieve data from one source and transform it into another format to obtain the maximum benefit in a minimum time.
Organizations strive for a competitive advantage that is achieved by fetching data from their customers and getting insights
earliest for timely decision making. Present practices do not permit the view of the latest data for analytics since the first data have
to be fetched from the source, transformed, and loaded to other systems to be utilized for analysis by relevant teams. This paper
introduces a single system for both transactions and analytics. Our proposed solution would permit companies to seamlessly adapt
our solution without the need to shift all of their data to newer systems and allow all the teams. It would grant all the teams to have

a view of the latest available data without extra expertise and budget.

1. Introduction

In this paper, we aim at countering the limitations arising
from maintaining separate systems for transactions and
analytics in organizations. In today’s modern world, orga-
nizations have to deal with a lot of data. These data can be
generated either from their customers or within the orga-
nization. Other than generation of data, this is equally
important to analyze these data to derive the hidden facts
inside it. This is becoming increasingly difficult to handle
these data in a way so the transactions and analysis can be
run simultaneously on the same data and the same systems.
If we can have a system where we can run both types of
workload on the same system, it can save us from the
overhead of maintaining two different systems, keeping data
at 2 places, and waiting for a whole day for data to be
available for analysis.

As per the present practices, corporates deploy essen-
tially 2 different types of databases. One is for transactional
processing and another is for analytical processing. The main
or first data store is usually the OLTP database because the
data are first inserted into the database and any sort of
transaction whether insert, update, or delete performs better
in row stores. Once the data from the main source are
inserted in the database, the data are transferred to the OLAP
databases with specialized jobs which usually run in off-peak
to avoid any workload on main databases. These data are
then accessed by the teams who have to perform analysis on
these data. There are a few problems in this setup. Foremost
is that the analysis teams do not have the latest view of data
and as per usual practice they have data till ‘sysdate-1.
Secondly, the same data are residing in 2 different databases
which impose the hardware and support burden on com-
panies. So, there should be a way in which the analytics team
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can have a view of the latest available data. Here, we need to
have different databases for transactions and analytics.
Ideally, we should have the same database where users can
perform transactions and analyses simultaneously.

The actual reason for this segregation is the format of the
data inside the database storage. In transactional databases
or OLTP systems, the data are stored in row format while in
analytical databases or OLAP systems, the data are stored in
column format. This is not possible to natively co-locate
both formats in the database as data can either be stored in
row format or column format. Some years ago the concept of
HTAP was introduced. It stands for Hybrid Transactional
Analytical Processing. Some vendors and researchers step-
ped forward and offered some of their solutions. In a few of
them, the analysis could be run on the latest data while in
others the users had to wait for some time so the view of the
latest data could be prepared for them within the database.
In the past, relational databases have been used for the
transaction as well as analytical processing. However, OLTP
and OLAP systems have very different characteristics.
Traditionally, we have known OLTP systems by their ca-
pabilities of individual record insert, delete, or update
statements and also the point queries that take advantage of
indexes. On the other side, we update the OLAP systems in
batches and they usually require table scans. ETL (extract
transform load) systems perform batch insertion into OLAP
systems which fetch and transform transactional data from
OLTP environments and import it into OLAP environments
for users to perform analysis on the data.

The term HTAP (hybrid transactional analytical pro-
cessing) is used for the systems that support both OLTP and
OLAP queries. Some of these systems can execute analytical
queries on the latest data, and some of them need some time
before the queries can have a view of the latest data. OLAP
and OLTP systems have somehow progressed over time.
OLTP and OLAP systems are different from each other;
although the purpose is to provide data to the user, they
have different use cases. OLTP systems usually have the data
arranged row format which better supports large transac-
tional queries, e.g., insert/update/delete while OLAP sys-
tems are usually arranged in column format which better
supports the large analytical queries like table scans and
selection in batches. ETL processes do the batch insertions
in OLAP systems, and they consolidate and transform the
transactional data from OLTP systems into an OLAP en-
vironment for analysis. This is because the source systems
usually have the databases configured to better support the
transactions.

We have kept in mind that organizations do not need to
shift all of their data from their operational databases to a
whole new infrastructure; this would rather be closer to a
plug-and-play proposal. They will not need to get the
training from scratch or hire experts. This will allow the
users to eliminate the need for having two different and
loosely coupled systems for each type of need. This will also
lessen the burden of maintaining the different databases by
capitalizing on the utilities of a single database. All
the organizations that require regular transactions and
analysis of the data for their decisions can benefit from this
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research. These organizations may include telecommuni-
cation companies, banks, financing companies, retail, and
SO on.

2. Related Work

We have seen some specialized systems in the last few years
such as BLU [1], Vertica [2], ParAccel, GreenPlumDB [3],
Vectorvise, as well as many in-memory OLTP systems,
including VoltDB [4], Hekaton [5], and MemSQL [6]. The
abovementioned systems take good advantage of multicore,
multilevels of memory caches and a huge amount of
memories. Recently we have also seen an outburst of many
big data technologies, being used by new generation ap-
plications. NoSQL/key-value stores like Voldemort [7],
Cassandra [8], and RocksDB [9] support fast inserts and
lookups and good capabilities to scale out, but they lack in
some query capabilities and do not offer complete trans-
actional guarantees. There have been also many SQL-on-
Hadoop [10] offerings, including Hive [11], Big SQL [12],
Impala [13], and Spark SQL [14], which provide analytical
capabilities on huge data sets, and they focus on OLAP
queries only hence lacking transaction support. These sys-
tems started as traditional databases where they developed
leaner database engines from scratch. Almost all of these
started support for one type of processing and later on
started adding support for the other type of processing as
well.

These systems are mainly different from each other based
on the data organization they use for either transactional or
analytical requests. There was a project named HyPer [15],
that was designed to support both fast transactions and
analytics using one engine. In the beginning, it was using
row-based processing of data for both OLTP and OLAP, but
now it also provides the option for choosing a columnar
format so it can run the analytical requests also more effi-
ciently. Recently, there has been another project named
Peloton [16] which aims to build an autonomous database
system. It provides data the capability to change its format at
run-time based on the type of requests. Then, there is an-
other subsequent research [17] that aims to forecast the
query workloads that the format of the storage can be
changed on the fly. They have also done some research for
bridging the archipelago between row stores and column
stores [18] so it can be decided which data have to be kept in
row format and which in column format at which particular
time. Almost all of these systems require converting the data
from one format to another before it can be visible to users
requiring the other format.

One issue in each of these proposed solutions is that each
of them has been built from scratch and none of these is the
plug-and-play module so organizations can plug these into
their existing architecture so they do not have to adopt a
major technology shifting. In our study, we shall focus on a
system that should allow the organizations to cater to the
needs of each type of the user from a single database where
users can do their analysis of the latest data by keeping the
level of trade-offs as low as it can get.
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FiGure 2: User connection with database.

3. Row Format vs. Column Format

Conceptually, a relational database table is a two-dimen-
sional data structure with cells organized in rows and col-
umns. For storing a table in linear memory, two options can
be chosen, i.e., row store and column store. A row store
stores a sequence of records that contains the fields of one
row in the table as we can see in Figure 1. In a column store,
the entries of a column are stored in contiguous memory
locations as we can see in Figure 1 again. Basically, row stores
are good for transactional processing while column stores
are good for highly analytical query models. Row stores have
the ability to write data very quickly, whereas a column store
supports better for aggregating large volumes of data for a
subset of columns.

4. Data Access Method

Before coming to our main strategy, let us discuss how a query
runs inside a database engine so that we may know which part
of the overall architecture needs to be focused on for our
implementation. Figure 2 shows the high-level view of the
architecture of relational databases. This is the high-level view
of the architecture of relational databases. Given one is of oracle
but relational databases more or less use the same concept. Let
us explain this briefly. The database user connects to the da-
tabase through a client where a specified amount of session

memory is allocated to its server process. The query is then
directed to the database instance where the query is parsed and
consequently data are fetched. For every query which user
issues, the data are first searched inside the database memory,
and if the data are present in it, the data are returned to the user
but if the data are not present in memory, the data are first
brought into the memory from databases files residing on the
disk and then the data are returned to the user. This is true for
every computational process that data are first searched inside
the RAM or memory; if it is not found in it, then the data are
fetched from the disk. But keep in mind, the memory of the
database is not the same as the data of the server on which the
database is running. A separate chunk of memory has to be
allocated to the database instance; this is an educated chunk of
memory where database-specific parsing and data manipula-
tion take place.

Now, let us look a little deeper inside a portion of ar-
chitecture in Figure 3 where we will be more focused in our
study, the memory of the database. This is the area where
SQL parsing takes place. We can look at the high-level view
In Figure 3. When a user issues an SQL query, it is first
parsed. Parsing consists of three parts, i.e., syntax checking,
semantics checking, and shared pool checking. In syntax
checking, the database engine checks if the syntax of the
query is correct. If the syntax is correct, it then checks for the
semantics of the query. For example, if a user issues a query
where 3 different columns are required to be checked, this
step of semantics checking will check if the required table is
present in the database; if the required columns are present
in that table; and so on. After this step, the privileges are also
checked where the database checks if the user has the re-
quired permissions and privileges to access these data. If
these checks are fine, then a hash value of the given SQL
command is generated and stored in the library cache. But
before storing the hash in the library cache, it will first check
if the same hash is already present inside the library cache or
not. If the hash is already present. then there is no need to
store it again; otherwise, we store it. If the hash is already
present, this saves us from some subsequent efforts which we
shall discuss. This step is called shared pool checking. If the
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FiGure 3: SQL statement lifecycle.

query hash is found to be already present in the library cache,
this situation is a soft parse and the database engine goes
directly to the execution of the query. If the hash is not found
and has to be stored, this is called hard parse where the
optimizer does its work and generated different execution
plans of this query and chooses the best one out of these.
Row source is then generated, the query is executed, and the
result is returned to the user.
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As we discussed, if the hash is not found in the library
cache, this is called hard parse. This is the stage where the
query goes through the whole parsing cycle. Syntax of the
query is checked whether the query is in DB understandable
form, semantics are checked whether the requested data are
present in a database or not, if the user has permissions to
access these data, and so on. Then, the optimizer does its
work and generates different execution plans for this query
and chooses the best one out of these. Row source is then
generated, the query is executed, and the result is returned to
the user.

If each new SQL statement is being parsed, this means
each new SQL is a new entrant and has not been previously
used or the plan has timed out. This might also mean that the
shared pool is not large enough to keep the regular SQL
plans. Frequent hard parsing does not always point to the
problems as we can consider the possibility that each SQL is
anew one but this is an extremely optimistic approach as this
is a rare scenario. The hard parsing slows down the per-
formance because we have to then frequently access the hard
disk which itself is a costly process. This is the place where
the DBAs of the company have to be engaged to look into the
matter. The reasons for hard parsing might include the
queries have not been standardized, the host variables are
not being used, the size of the shared pool is very small, and
regular queries have not been documented or controlled
somewhere because only changing the case of the SQL
statement, i.e., changing from upper case to lower case and
vice versa will generate the different hash values. The reason
has to be analyzed and rectified accordingly, e.g., we can plan
to take care that the host variables are used in SQL so these
can be treated as the re-entrants. The lesser the hard parsing
the better the performance be but each SQL will be parsed at
least once in the starting.

If the query hash is found to be already present in the
library cache, this situation is a soft parse and the database
engine goes directly to the execution of the query. If the
query has already been parsed and its hash value is present
in the library cache, we will not have to reparse it and we
will be saved from a lot of overhead as parsing itself is a
costly process as the purpose of the shared pool is to
maximize the sharing and minimizing the repetitive tasks
by reusing the already available information. Soft parsing
might mean that the entrant SQL was as it is executed
before or the only unique feature of this new entrant is its
host variables. In this case, the hash value will remain
the same and the input values of variables are changed. So,
the size of the library cache has to be kept as much which
can hold the hash values and execution plans of at least
those queries which are regularly and frequently being
accessed.

5. Proposed Design

Now comes the main topic of discussion. We will focus on
how we can keep the 2 layouts, i.e., row store and column
store in one database. As discussed earlier, while creating the
database, we may have options whether to adopt a row store
or column store but not both, and if both have to be done, we
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FIGURE 5: Segregation of users.

have to have 2 different databases and replicate data between
both of these.

Practically speaking, the data analytics teams are working
on a specific chunk of data on daily basis and they do not
require the whole data at one time. So, instead of trying to co-
locate row and column format on the disk, what if we try to
manage it inside of the memory of the database. We can try
to keep the database the same but define 2 separate chunks of
memory for it. One where the data are in row format, and the
other where data are in column format. The transactional
queries can be redirected to the former and analytical queries
to the latter. But a new challenge comes to the surface that
how can we do this so that the underlying database remains
the same and we can plug another memory set along with the
default one. We shall discuss this in our next portion.

5.1. Database Cluster Configuration. Our main consider-
ations are we have to keep the storage the same so we do not
have to have the burden of extra storage for the replica

database, all types of users should be able to work on the
same database, the required tables, views, or partitions
should have the most recently updated data, and the da-
tabase should be able to comprehend the context of the
query and redirect it to the suitable chunk of memory from
where its needs will be catered for. Most importantly, this
proposed design should not be in conflict to presently
working database and its working should be seamless. We
can make a database cluster which has the same storage but
has multiple instances running on it as we can see in the
high-level diagram in Figure 4.

So, in the proposed database cluster, the instances are 2
servers or 2 virtual machines as we can see in Figure 5. These
can be running on any operating system whether it is Linux,
Windows, UNIX, and so on. These instances or nodes of
databases will have their own memory and separate CPUs
but storage is shared between both of the instances. Storage
can be provisioned through SAN or by making shared
mount points or disks. Both of these instances communicate
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FiGUure 7: Transactions in row format.

with each other through private IP, and each of these in-
stances has its own public IP which is visible to everyone. We
then configure a cluster that will include both of these in-
stances. Database software is installed on both of these
instances, and the view of data is the same for both of them.
So, the issue arises that each of these instances has its own IP,
how will the user know to which IP I need to connect? We
shall configure virtual IP for this purpose and that is con-
figured for the cluster. The user who is connecting to the
database will use the virtual IP instead of public IP of the
specific instances and will connect to the cluster instead of
connecting to the instances. Generally, the cluster decides to
route the queries towards lesser loaded instances and If
needed it remove or add more instances based on their
availability. Traditionally if the cluster is configured, then
both of the instances are supposed to be performing the

same functionality, but in our case, the instances are not the
same, and these are supposed to be performing the same
functionality.

Keeping all these reasons in mind, we have to decide
which database will we use for the implementation. The
database should be a fully ACID complaint and should
provide the clustering capabilities also, and its community
version should be easily available for research. After an-
alyzing multiple databases which includes MySQL, Post-
gresqgl, Microsoft SQL Server, and Oracle, we have decided
to go with oracle as its clustering capabilities are better than
the remaining and it makes the intelligent shared cluster.
Our research focus is to decide the context of the query and
type of user and then route the user to the suitable instance.
So, how will we achieve this? Technically speaking, if a user
has to connect to the database, he has to use a connection
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string but has the IP of the database which will be virtual IP
in our case. We will create services for the database in-
stances and will use these services in the connection string
so that database knows which user has to connect to which
database instance. The connection strings are usually
provided by Database Administrators to the relevant team
users, so the only thing which has to be taken care of are the
connection strings being provided to the users. We shall
create 2 services for the database. One for the OLTP in-
stance and another for the OLAP instance. The users who
are in transaction-based teams will be provided with
connection strings with service 1 and the users who are in
analytics teams will be provided with connection strings
with service 2. So, now since we have 2 different instances
with shared storage and different services to be connected

to them, we can now move on to implementing the main
thing inside instances, i.e., layout definitions. We shall let
instance 1 use its native layout which is row-based for
transactions, and we shall configure instance 2 to store data
in its memory in columnar format. Since the native layout
is row-based both on disk and memory, we shall keep the
size of the memory as per the organizational conventions.
But since in instance 2, we will be keeping the data in a
columnar format in memory, and we shall keep the size of
the memory to a fairly large value which can be increased or
decreased as we gain experience. This needs to be decided
internally with the analytics team that which tables/par-
titions/views do they need at which time, and these can be
loaded accordingly as per their needs into the memory of
instance 2.
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6. Experiments and Results

Now, we shall evaluate our proposed model and see how
this can contribute to the overall idea. We will be validating
a few things in our experiments which we claim to be the
basis of the whole study, and these include that the row store
works better for OLTP while column stores work better for
OLAP, and these can co-locate in a database on their
specified instances We shall start with looking at the
conventional systems where the source databases are op-
timized for OLTP. For experimental purposes, we have
acquired data from a corporate and table sizes range from
9 GBs to around 400.

GBs include partitioned as well nonpartitioned tables.
Right now, we have a database with 2 instances, and both
of the instances have their memory in a conventional

layout which is the row format. For the start, we shall
execute a series of select statements on tables of different
sizes, and then will execute a series of transactions on the
same database with a varying number of records to be
updated.

Here, we can visualize in Figures 6 and 7 that the
transactions are a bit faster as compared to selection as the
database is yet in row format but at the moment we cannot
accurately compare both because transactions are being
evaluated on number of records while selection on the size of
the database. The picture will keep on getting clearer as we
shall proceed on the further cases.

Now, we shall convert the memory into the column store
on both of the instances and will see how the system per-
forms for selections and transactions. Ideally, this format
should support selection or scan of records better.
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Now, here we see that the selection of records seems to
be faster and transactions seem slower as we can see in
Figures 8 and 9. Here, we can establish that the row format is
working better for the transactions while the column format
is working better for selection of records. Now, let us
combine the results from both of the experiments done
above and see how much the format affects the speed of
selection or transactions. Since the comparison is not be-
tween selection and transaction, this actually is selection in
rowformat vs. selection in column format and similar
transactions in row format vs. transactions in column
format as shown in Figure 10.

We have seen that the same scan queries have performed
a lot better in column format as compared to row format.

Now, let us see the comparisons between transactions
performing in row format vs. transactions performing in
column format Figure 11.

As expected, we can see that the transactions are per-
forming better in row format as compared to column format.

Since now, we have established the base that which type of
queries work better in which format of data layout. In both
the scenarios, we either had the data fully row formatted or
column formatted. Now, we have to co-locate both of the
formats. For this purpose, we shall now keep the one in-
stance in native layout, i.e., row store while we shall change
the other instance and will arrange its memory in column
format, we shall keep the memory of the second node a little
higher as we would expect that most of the data that the
analytics team should be fetched into memory already. Here,
we shall run the same queries which we ran earlier and will
check their results to compare how well they perform in the
proposed setup. Given below are the results, and the other
lines in comparison are the results when the database was
either fully row formatted or fully column formatted. In the
selection, we shall compare the results of our proposed
solution with the results in column format we checked
earlier and plot it in Figure 12, and in transactions, we shall
compare the results of our proposed solution with the results
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in row format which we also checked earlier and plot these in
Figure 13.

Here, we can see that there is very slight performance
degradation in our proposed solution as compared to when
the database was in full row format or in full column format.
The reason for this is that we have a cluster of 2 servers.
When both nodes were in the same format, both of these
servers were contributing to fetch the results so that com-
putations were a bit faster; since now, we have one server in
one format and we could see a slight slow. This is not very
significant in this study, and we will not count it as a
drawback because corporates have enough budgets so when
they would implement the solution they can afford to keep 4
nodes in a cluster instead of 2 where 2 each will contribute
for each type of format. Anyways the performance gain is
very much as compared to the traditional approach. So, if we
summarize the whole thing, we shall get the results as in
Figures 14 and 15.

Here, the worst performing lines are either selection in a
row format or transactions in column format. So, imple-
menting the proposed solution brings is better of both
worlds in our case.

7. Conclusion and Future Work

We have presented an architecture for the databases which
can accommodate the needs for analytics and transactions in
the same database. Also, this is going to be a necessary
requirement for the organizations to have a view of the latest
data at the earliest to fetch insights from it. This will allow the
users to analyze the latest view of data without having the
need for waiting for the latest data to be available through
specialized jobs. The trade-offs we get from this approach is
we need to have more memory at the column formatted
instances, we may need to maintain more instances of the
databases, and we have to look after segregation of users
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carefully else they might land at the wrong layout which may
worsen the situation for them. While in this paper, we knew
the segregation of our users and we created different con-
nection services for each of these which will route their
queries to their respective engines; this is a good idea to work
on making the system generic without having the need to tell
the system which user is of which type and letting the system
decide who the user is and route the query to the suitable
engine.

In the future, instead of making the services, a parser can
be developed, which will check whether the query is ana-
Iytical or transactional and then make the suitable engine
take over from there. Secondly, one can then embed a
machine learning module which can track the behaviour of
the system based on which queries are executed at which
time by which user. This way we can better populate the
query cache and buffer caches proactively. The focus will be
to minimize the manual efforts and let the database do things
for itself.
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