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With the update of Internet technology and the development of we-media, ideological and political education in colleges and
universities has been greatly impacted. Higher requirements are put forward for ideological and political teachers in colleges and
universities, whose emotions seriously affect the quality and effect of teaching. Aiming at the problems of poor network
generalization ability and large computation amount caused by many network parameters in the existing emotion recognition
methods, a face emotion recognition method based on convolutional neural network is proposed.,e network structure of nested
Maxout multilayer perceptron layer is constructed by optimizing the convolutional neural model. Maxout can enhance the feature
extraction capability of the convolutional layer of convolutional neural network. Meanwhile, Maxout performs linear combi-
nation of target features to select the most effective feature information. ,en, the pretraining model is used for emotion
recognition training. ,e strong perception ability of the model for facial features is retained by changing the important pa-
rameters. Simulation results demonstrate that this method has a higher recognition rate of face emotion and can effectively achieve
accurate face emotion classification.

1. Introduction

China’s education, especially higher education, has high-
lighted abundant problems with the rapid development in a
new historical period [1]. In the new era, it is highly required
to adhere to moral cultivation and put ideological and
political work through the whole process of higher education
teaching. At the highest level of the education system,
university education is related to the future development of
the country and the great rejuvenation of the Chinese nation.
,erefore, more attention should be paid to the importance
of ideological and political education [2]. Teachers, as en-
gineers of human soul, shoulder the sacred mission of
teaching and educating people. As a preacher, we should first
understand the way and channel; that is, every word and
action of teachers is the benchmark for students to learn [3].
Ideological and political teachers in colleges and universities
are practitioners of ideological and political education, and

their emotions are the key factors affecting teaching quality
and efficiency.

Emotion is an individual’s subjective feeling and psy-
chological behavior response to stimuli, and, also, has a
strong dominant effect on individual psychological and
physiological activities [4]. Both positive and negative
emotional responses have a Sino-Arab influence on the
normal functioning of the organism. With the further de-
velopment of curriculum reform, the work intensity of
teachers increases, and the teaching process becomes more
complicated. Teachers are prone to emotional problems due
to work pressure and complexity of irritable communication
[5]. Improving teachers’ emotional management ability is
helpful to alleviate and solve teachers’ emotional problems.
Good emotional management ability can correctly guide
positive emotions and maintain teachers’ physical and
mental health. At the same time, teachers’ emotional re-
action state has a direct impact on teaching quality and
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efficiency. Teachers have excellent emotional management
ability and can fully mobilize positive emotions to activate
the classroom atmosphere, so as to ensure good results in
education and teaching [6].

In the process of interpersonal communication, people
usually judge the emotion of the other party according to the
change of facial expression [7], so as to better communicate.
Facial emotion is an extremely important way of language
communication, and also an important mean of commu-
nication between people. Literature [8] divides emotions
into six basic forms, including sadness, happiness, fear,
disgust, surprise, and anger. Facial emotion recognition
technology is a combination of physiology, psychology,
image processing, machine vision, pattern recognition, and
other research fields [9]. Moreover, it is a further devel-
opment of face recognition, which mainly includes three
steps of face image pretreatment, facial feature extraction
and emotion recognition [10], as shown in Figure 1. ,is
paper focuses on the direction of facial feature extraction for
further research.

Convolution neural network (CNN) [11] is a branch of
deep feedforward neural network, which has been widely
applied in the field of image recognition. CNN is composed
of one-dimensional, two-dimensional, and three-dimen-
sional convolutional neural networks, which are applied to
sequential data processing, image text recognition, and
medical image and video data recognition, respectively.
Literature [12] constructed a new 3D CNN convolution
motion recognition method to obtain feature information
from spatial and temporal dimensions. Literature [13]
proposed a new postural convolutional neural network
descriptor (P-CNN) for emotion recognition. Literature [14]
proposed a method for driver emotion recognition based on
convolutional neural network.

All the above studies on human emotion recognition are
based on the extended convolutional neural network model
require manual feature labelling. Its network generalization
ability is poor, while the calculation amount is increased due
to the network parameters. Besides, the ability of feature
acquisition needs to be further improved. To solve these
problems, this paper proposes a convolutional neural
network based facial emotion recognition method. ,e
innovations and contributions of this paper are listed
below.

(1) Firstly, the convolutional neural network model is
optimized, and then the nested Maxout multilayer
perceptron network is constructed for improving the
fitting ability of the algorithm and improving the
recognition accuracy of the model.

(2) ,e target features are linearly combined by nested
Maxout to select the most effective feature infor-
mation. ,e experimental results show that the
proposed method achieves good effect on the ac-
curacy of teachers’ emotion recognition, and can
accurately classify faces’ emotions.

,e chapter structure of this paper is as follows. ,e
recommendation algorithm proposed in this paper is

described in the next s. ,e convolutional neural network
structure is constructed in section three. Section four focuses
on the neural network training. Section five is experiment
and analysis. Section six is the conclusion.

2. The Recommendation Algorithm Proposed
in This Paper

2.1. Structural Characteristics of Convolutional Neural
Network. Network structures such as multilayer perceptron,
convolution kernel, pooling layer, local connection, and full-
time sharing are widely used in convolutional neural net-
work structures. ,ese applications greatly reduce the time
and space complexity of neural network. In addition, it
greatly reduces the weight parameters of network structure,
which is also beneficial to the training of neural network.

2.1.1. Local Connection. Local connections are also called
sparse connections. Inspired by the visual neural structure in
biology, neurons in the visual cortex receive local infor-
mation (that is, these neurons only respond to stimuli in
certain areas). ,e spatial relation of image pixels is strongly
correlated with the close pixels; otherwise, the correlation is
weak. As a result, the neuron receives only the local receptive
field it is responsible for, and does not need to perceive all
pixels. ,e local information of perception is then integrated
into global perception by local information fusion of the next
layer. Local connection can greatly reduce the number of
weights between layers of convolutional neural network and
carry out feature dimension reduction. ,en, effective fea-
tures are screened for neural network learning and training
to improve the learning efficiency of the model.

2.1.2. Weight Sharing. Weight sharing means that the same
convolution kernel is used to process the whole input image.
Features extracted locally are the same as those extracted in
other parts, and the same learning features can be used in
other locations. ,e weight sharing of convolutional neural
network reduces feature dimension and parameter number.
Also, the time and space complexity of neural network are
reduced.

2.1.3. Multilayer Convolution Kernel. After the first con-
volutional layer of the convolutional neural network carries
out the convolution operation, the feature graph obtained by
the convolutional layer is some shallow features of the image,
such as edge information and line outline, in addition to
other information. For image recognition, deep features are
needed, and shallow features cannot fully express the
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Figure 1: Main steps of facial expression recognition.
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semantic information of the image. One convolution kernel
can only obtain the same feature graph. To obtain deeper
features, multilayer convolution kernel is required to extract
feature information and form feature maps of various
information.

In the field of image recognition, the feature hierarchy of
input image is born. As shown in Figure 2, you start with the
original input pixels and go up to simple lines and textures
made up of pixels.,en, the lines and textures form patterns,
and finally the individual patterns form objects in the image.
In the whole process, the shallow features are found through
the original input, and then the shallow features are further
mined to find the middle features, and the last step is to
obtain the deep features. It is impossible to find deep features
directly from raw inputs. In short, single-layer convolution
usually acquires shallow features, and it is possible to acquire
deeper features by increasing the number of convolution
layers.

2.1.4. Principle of Convolution Process. ,e convolutional
layer carries out the convolution operation on the image,
and the obtained featuremap contains the structural features
of the original image, and the deep-seated features can better
express the essential meaning information of the image. ,e
convolution of the function is defined as follows. For two
continuous integrable functions h(i) and a(i) on R, their
convolution b(i) is as follows:.

b(i) � 
∞

−∞
h(τ)a(i − τ)dτ, (1)

where the convolution of h(i) on a(i) is denoted as
h(i)∗ a(i), representing the integral of the product of and
a(α − i) in the domain of definition. α is the independent
variable of the convolution function b(i), which is the po-
sition of the convolution.

,e convolution calculation process is to transform the
picture into a data matrix, and the wandering window is a
convolution kernel matrix. After the convolution processing
of M∗M convolution kernel for an N∗N image, the
feature graph of (N − M + 1)∗ (N − M + 1) will be
obtained.

2.2. Softmax Classifier. ,e promotion and application of
Logistic regression model [15] formed Softmax classifier to
solve the problem of multiple classification. ,e optimized
convolutional neural network model in this paper uses
Softmax to classify behaviors. Assume that abnormal be-
haviors are divided into z and classified. ,ere are w video
sequences of sample data. Suppose the convolutional neural
network training dataset is N.

N � i
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where i(x) is the x input sample. j(x) is the behavior label of
sample x, j(x) ∈ 1, 2, . . . , z{ }.

For each input i(x), Softmax classifier calculates the
probability for each class. ,e calculation equation is as
follows:

U(j � yi)j � 1, 2, . . . , z. (3)

From the vector point of view, the equation for calcu-
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(4)

In the equation, θ represents neural network parameters.
So, there are z behaviors, and each behavior has a probability
value. ,e value of probability ranges as follows [0,1], and the
probability sum of z abnormal behaviors is 1.,e output of the
neural network corresponds to the probability of the behavior
and that probability corresponds to the label of the behavior.

During neural network training, Softmax is used for
behavior classification, and the loss function is calculated as
follows:

L(θ) � −
1
w
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where 1 y(x) � j  represents an exponential function. When
y(x) is equal to j, the output is 1. Otherwise, the output is 0,
and its output is the label matrix of abnormal behavior.

In general, gradient descent algorithm is used to cal-
culate the loss function in the process of backpropagation,
and the calculation equation is as follows:

zL(θ)

zθ
� −

1
w

i
(x) 1 j

(x)
� y  − u j

(x)
� y ∣ i(x)

; θ  . (6)

Equation (6) is used to obtain the gradient of the loss
function to the weight function, and the gradient is used to
guide the adjustment of neural network model parameters
until the end of neural network training and the optimal
weight parameters are obtained.

3. Construct Convolutional Neural
Network Structure

Traditional CNN uses single-layer linear convolution in the
convolution layer, which does not perform well in the ex-
traction of nonlinear features and abstract features hidden in
complex images. ,e activation function has strong fitting
ability and can fit all characteristic patterns when the
number of neurons is sufficient. ,erefore, the nested
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Maxout MLP (Multilayer Perception) layer [16] is combined
with the activation function to improve the fitting ability of
the algorithm and the recognition accuracy of the model.

3.1. Determination of Nesting Layers. ,e number of linear
regions in neural networks with nested Maxout layers
increases as the number of Maxout layers increases. In
addition, the number of linear regions in ReLU and
Maxout networks increases exponentially with the
number of layers. Maxout networks tend to overfit
training datasets in the absence of model regularization.
It is attributed to the fact that Maxout network can
recognize the most valuable input information in the
training process and is easy to carry out feature
coadaptation.

,e method in this paper was tested on a dataset
using a different number of Maxout layer fragments, as
shown in Figure 3. ,e test results of combining
Maxout fragments with Maxout layer and Batch Nor-
malization (BN) [17] layer fragments show that the
nested model has reached saturation state when
Maxout fragment is 5. As shown in Figure 3, the
number of layers 5 is the best choice.

3.2. Selection of Pooling Layer. In general, researchers will
select the largest pooling layer for sampling, which is more
representative in extracting features by using average
pooling pools effective features across all pooling layers. ,e
irrelevant feature information in the input image can be
suppressed by average pooling and discarded by maximum
merging. ,e average pool is an extension of the global
average pool, where the model tries to extract information
from each local patch to facilitate abstraction into feature
maps. ,e nested structure can extract abstract represen-
tative information from each part, making more distin-
guishable information embedded in the feature map. Spatial
average pooling is used in each pooling layer to aggregate
local spatial information. In the CIFAR-10 dataset without
data expansion, the comparison results of test error rates of
the maximum and average pooling layer are shown in
Table 1.

3.3. Building a Nesting Layer. Convolution layer of nested
multilayer Maxout network is constructed. ,at is, Maxout
MLP is used to extract features based on nested network
structure, and the constructed convolutional neural network

model uses batch standardization to reduce saturation and
pressure difference to prevent overfitting. In addition, the
basic features obtained by mean pool aggregation Maxout
MLP are applied across all pool layer to increase the ro-
bustness of object space transformation as follows:

hx,y,z � max
w∈[1,t]

m
T
zw

ix,y + dzw
 , (7)

where (x, y) is the position of pixels in the feature graph. ix,y

is an input block centered on pixel (x, y). zw is the channel
hx,y,z for indexed feature mapping. T is the number of MLP
layers. From another perspective, the Maxout unit is
equivalent to the cross-channel maximum pooling layer on
the convolution layer. Cross-channel maximum pooling
layer selects the maximum output to be entered for the next
layer. Maxout cells help solve the problem of fading gra-
dients because gradients flow through each maximum cell.

,e feature mapping in the nested Maxout MLP layer
module is calculated as follows:
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Figure 2: Schematic diagram of feature extraction process.
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Table 1: Comparison of maximum and average pooling layer test
error rates.

,e adopted pooling layer Test error rate/%
Max pooling 8.75
Avg pooling 7.81
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where BN(·) represents the batch normalization layer.
(x, y) is the position of pixels in the feature graph. ix,y is an
input block centered on pixel (x, y). zt is the serial number
of each channel in the feature graph. t is the number of layers
of nested Maxout MLP. ,e batch standardization layer can
be applied before activating the function. In this case,
nonlinear elements tend to produce activation with a stable
distribution, reducing saturation. As shown in Figure 4, the
convolutional layer structure diagram of nested Maxout
layer is constructed.

3.4. Building a Nested Maxout Layer Convolutional Neural
Network Model. By superposing the convolutional layer
model of four nested Maxout layers, the whole structure of
convolutional neural network with nested Maxout MLP
layers is formed.

,e network structure of the nestedMaxoutMLP layer is
equivalent to a cascading cross-channel parameter pool and
a cross-channel maximum pool on the convolutional layer.
Nested structures can combine feature maps linearly and
select the combination of the most effective information
to output to the next layer. ,e nested structure reduces
saturation by applying batch normalization and can en-
code the information in the activation patterns of paths or
Maxout fragments, thus enhancing the discrimination
ability of the deep architecture of the convolutional neural
network.

4. Train the Neural Network

,e training process of neural network model adopts error
backpropagation algorithm and is divided into forward
propagation stage and backpropagation stage. In the forward
propagation stage, each hidden layer of the neural network
receives the output of the previous layer, and the output
of this layer is calculated by activating the activation
function. In the backpropagation stage, the loss function
is used to calculate the output error of the neural net-
work, meanwhile, the error of each hidden layer of the
neural network is calculated layer by layer. ,e error of
each hidden layer is used as the updating basis of the
weight parameters of the previous hidden layer. ,e
training steps of neural network algorithm are shown in
Figure 5.

Step 1. Randomly initialize the ownership value and
threshold of the network. ,e value range is (−1, 1).

Step 2. For the training samples (ix, jx,), the actual network
output is calculated as follows:

j
x

y � h βy − θy . (9)

In the equation, f(·)represents the activation function
Sigmoid function. θy represents the threshold of the y

neuron in the output layer of the neural network. βy rep-
resents the input of the y neuron in the output layer of the
neural network:

βj � 
t

x�1
mx,yix, (10)

where mx,y represents the weight between the xneuron in
the hidden layer of the neural network, and the yneuron in
the output layer of the neural network.

Step 3. Calculate the mean square error of convolutional
neural network on(ix, jx). ,e calculation equation is as
follows:

G �
1
2



w

x�1

j
x

y − j
x
y 

2
, (11)

where j
x

y represents the actual output of the convolutional
neural network. jx

y represents the expected output of the
convolutional neural network.

Step 4. Check whether the conditions are met, that is,
whether the error is less than the minimum value allowed by
the learning error or the learning time reaches the set
minimum number. If the conditions are not met, the weights
of the convolutional neural network are updated, and the
weights and thresholds of the neural network are adjusted
according to the gradient direction of the target. Assume that
the learning rate of neural network training process is η, and
the weight update calculation equation of neural network is
as follows:

Δmxy � −η
zG

zmxy

� ηj
x

y 1 − j
x

j  j
x
y − j

x

j ix.

(12)

Step 5. Repeat Step 2 to Step 4 until the end condition is met.
,at is, the neural network training is complete, and the
weights and thresholds of the neural network are fixed.

5. Experimental Results and Data Analysis

In this paper, the GPU version of PyTorch framework is
adopted, and the hardware platform is Ubuntu 20.04.2 with
dual-core Intel 4.4ghz CPU, Tesla K80 GPU, 2TB hard disk
memory, and 12GB running memory. Because there is no
public dataset related to ideological and political teachers’
emotions, the two widely used datasets are used to verify the
validity of the algorithm, such as CK+dataset and Oulu-
CASIA dataset. ,e input images of the two tasks were nor-
malized to 112∗112 pixels after face detection and matching
using multi-task convolutional neural network. ,e stochastic
gradient descent of the driving quantity was used as the
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optimizer in both training stages, and the momentum was set
as 0.9, and the weight attenuation term was set as 0.0005.
Random horizontal flip was used for data enhancement. In the
first stage, CASIA-WebFace is used to train the face recognition
model. ArcFace was selected as the loss function, and the batch
size was set to 256. A total of 70 epochs were trained in the
network, and the initial learning rate was 0.1. Since the 40th
epoch, the learning rate of every 10 epochs has decreased to 1/
10 of that of the previous epoch. After the face recognition
model training, the part before the full connection layer was
used for the second stage emotion recognition training. At this
time, the batch size was set as 32, the initial learning rate was set
as 0.01, and the learning rate was reduced by 1/10 of the current
value for every 5 epochs, and a total of 25 epochs were trained.

5.1. CK+Dataset. CK+ is a dataset collected in a laboratory
setting, containing 593 video sequences from 123 subjects.
Six basic emotions were classified in the experiment, and
only 309 sequences were selected from 106 subjects. ,en,
927 images were extracted from the last 3 frames of each
sequence where the emotional intensity peaked. Finally, the
selected images are divided into 10 subsets according to the
ascending order of person ID, and the identity-indepen-
dent tenfold cross verification is carried out. ,e average
accuracy of cross-validation is shown in Table 2. As can be
indicated from Table 1, the proposed method achieves
98.75% recognition rate. Figure 6 shows the confusion
matrix on CK+. It can be seen that the algorithm has the
best recognition effect on disgust, happiness, and sadness,
while anger and fear have fewer samples and are relatively
difficult to identify.

5.2. Oulu-CASIA Dataset. Oulu-CASIA is a dataset col-
lected in a laboratory setting. It includes sequences of 2880
images from 80 subjects and is labeled with six categories
of basic emotion labels. 480 image sequences taken under
normal lighting conditions were selected. Similar to CK+
database, the last 3 peak frames in each sequence are
selected to form a total of 1440 images, and each emotion
has the same number of images. ,en, identity-inde-
pendent is done tenfold cross authentication. Table 3
shows the recognition rates of the six basic emotions
on Oulu-CASIA.

It can be seen that the proposed method achieves
comparable results with advanced algorithms. ,e accuracy
of the algorithm is slightly lower than fine tuning because the
pretrained face recognition network is trained by using
Internet images. Oulu-CASIA’s images include a variety of
light conditions in a laboratory setting. ,is difference in
image distribution makes the pretrained face model have
weak perception ability for such images, thus resulting in
poor performance. Figure 7 is the confusionmatrix onOulu-
CASIA. It is indicated that the algorithm has the best
performance in recognizing happiness and surprise, while its
performance in recognizing fear and disgust is relatively
weak.

Convolutional Layer Maxout
Hidden layer MaxoutMaxout Maxout

Hidden layer PoolingBN BNBNReLU ReLUReLU

Figure 4: ,e CNN layer structure diagram of nested Maxout layer.
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6. Conclusion

In the new era, strengthening ideological and political ed-
ucation in colleges and universities has far-reaching practical
significance. Ideological and political education not only can
promote the comprehensive and harmonious development
of college students, but also can be the inevitable require-
ment of building a harmonious society. With the develop-
ment of curriculum reform, colleges and universities put
forward higher requirements for ideological and political
teachers. Since ideological and political teachers serve as the
executor of ideological and political education, personal
emotions of those people directly affect the effect and quality
of teaching. ,erefore, ideological and political teachers
should pay attention to the change of their own emotions,
trying to improve their own emotional management ability.
,is paper proposes the application of convolutional neural
network in emotion recognition of ideological and political
teachers in universities. ,rough the network structure of
nested Maxout MLP layer, the ability of neural network to
extract nonlinear features and abstract features hidden in
complex images is improved. Using the activation function,
ReLU in the nested layer can improve the performance of
neural networks and feature patterns. Nested structures use
batch normalization to desaturate. Simultaneously, the in-
formation in activation mode of path or Maxout fragment is
encoded to enhance the discrimination ability of deep ar-
chitecture of convolutional neural network. As the ability of
extracting facial features is basically retained, the model’s
processing ability for the diversity of facial expression im-
ages in real world environment is enhanced, the perfor-
mance is improved more obviously, and the recognition rate
is higher. In the future, the author will analyze the per-
formance of the algorithm in this paper and establish a
public facial expression recognition database of ideological
and political teachers in universities.
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P-CNN: Postural convolutional neural network
MLP: Multilayer Perception.
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Figure 7: ,e confusion matrix on the Oulu-CASIA dataset.
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Table 2: ,e overall accuracy on CK+database.
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