
Research Article
Agricultural Product Sales Prediction of ICM Neural Network
Improvement by Sparse Autoencoder

YingHui Li

Henan Finance University, Zhengzhou 450046, China

Correspondence should be addressed to YingHui Li; liyinghui@hafu.edu.cn

Received 5 December 2021; Revised 30 December 2021; Accepted 21 January 2022; Published 4 March 2022

Academic Editor: Hangjun Che

Copyright © 2022 YingHui Li. )is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of agricultural product sales data, the traditional prediction model cannot meet the processing needs.
Based on deep learning theory, an improved ICM agricultural product sales prediction model using the softmax classifier is
proposed. Introducing the sparse autoencoder in ICM can reduce feature loss. )e features also can be extracted. In addition,
using the pretreatment mode based on fuzzy membership theory, we can obtain the fuzzy correspondence of considerations and
grades of agricultural product sales. At the same time, the precision of prediction for the model is further optimized. It can be seen
that the agricultural product sales prediction model based on improved ICM can realize the real-time prediction of agricultural
product sales. )e maximum classification accuracy of the model can reach 80.98%, which means that it has certain practical
application value.

1. Related Work

Agricultural products are necessities of daily life. With the
increase of sales platform, the agricultural product sales
model is more diversified, and the online sales model has
gradually become the mainstream sales model of agricultural
products. However, because of the particularity of its
products, the agricultural products have a strict shelf life.
)erefore, to reduce the waste of agricultural product re-
sources during the shelf life of agricultural products, the
accurate sales of the online agricultural products sales
platform need to be achieved, which is an urgent problem for
the online sales of agricultural products. )e current online
precision sales of agricultural products are mainly through
the shallow-layer deep learning network model. Also, it
extracts the value information from the massive agricultural
product sales data to predict the trend of sales changes, so as
to help merchants adjust the sales strategy in real time. For
example, Grasman and Kornelis [1] and de Souza et al. [2]
used the Bass model and agricultural product sales data to
estimate the future agricultural product sales, so as to
achieve the inventory management. Meanwhile, the confi-
dence interval is used to process and obtain the required

exact expression. Xiang and Cho et al. analyzed the essential
characteristics of the self-service. Also, the importance and
significance of building a self-service network marketing
system are expounded. )erefore, a new sales model is
proposed, which combines independent marketing and
online customization. Her-e, merchants, businesses, and
consumers collaborate to complete production and sales, so
as to realize the precise services for consumers [3, 4].
Tsoumakas and Chen et al. realized accurate short-term sales
prediction by reviewing video sales and applying machine
learning. It enables the company to minimize in-store in-
ventory and expired products. At the same time, it helps to
avoid missing sales [5, 6]. Chen et al. and Eric et al.
implemented online sales prediction of agricultural products
by using multitask recursive neural network based on trend
alignment [7, 8]. However, the prediction performance of
the shallow-layer model is limited, so the real-time analysis
processing of agricultural product trading data cannot be
realized. At the same time, considering that agricultural sales
data are growing exponentially every day, the semi-
supervised learning model is the main means of predicting
such rapid growth data. So, this paper selects the semi-
supervised deep learning model as the sales prediction
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model of agricultural products. Also, it puts forward a super-
imperial crown model based on the ICM to predict the
agricultural product sales.

2. Basic Methods

2.1. Introduction to ICM Model. )e ICM model is an
autoencoder network model, which contains two hidden
layers. In addition, its structure of the input node is same
with the feature vector structure used for prediction. Because
the self-coding network model only learns the predicted
feature vectors but does not classify them, this feature en-
ables the classification prediction function of the model by
adding a classifier on the top layer. Typically, the ICM
classifier can be selected to achieve the classification effect
and can get the softmax classifier and the corresponding
probability values.

If the input sample set is L, the hypothesis function
method is used to analyze each type of j belonging to dif-
ferent classification probability value p � (y� j |x), and the
hypothesis function can be expressed as [9]
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where θ1, θ2, . . . , θk represent the model parameters to be
obtained. )e cost function is defined as [10]
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Add the self-coding network classified by softmax, and
the structure of the ICM model is shown in Figure 1.

)e steps for training the ICM model are as follows.
Firstly, the training samples are input into the model.

Also, the two hidden layers are adopted to conduct unsu-
pervised training on the training samples. So, the unlabeled
output results are obtained. Secondly, the unlabeled output
results are input into softmax classifier. At the same time, the
labeled samples are used to train the softmax classifier.
)irdly, the values of some functions are solved, such as
hidden layer kernel function, reconstruction error function,
softmax classifier cost function, and the partial derivatives of
all parameters. Finally, the parameters obtained in the above
steps are utilized to initialize the model parameters.

Furthermore, the BP algorithm is used to solve the optimum
parameters, so as to carry out the supervised training.

2.2. Improved ICM Model. It can be seen from the above
analysis that it is easy for the ICM model to ignore the
reconstruction of original non-linear data during prediction,
which will affect the prediction results. In order to solve this
problem, the sparse autoencoder is introduced into ICM and
an improved ICM model is proposed.

Sparse autoencoder is an unsupervised learning method.
Linear representation of vectors can be achieved by using a
set of basis vectors ∅i in the input vector [11]:

X � 
k

i�1
ai∅i (i � 1, 2, . . . , k). (3)

As can be seen from formula (3), k stands for the number
of the input nodes and ai stands for the linear correlation
coefficient.

)e average activation value of hidden layer unit j is [12]
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Here, i � 1, 2, . . . , m, m� k; a
(2)
j (xi) represent the hid-

den layer unit activation amount when the input is X.
Set the sparseness parameter to ρ, make ρJ � ρ, and use

KL to optimize the penalty factor, such as formula (5). So,
the neuron activity of hidden layer is controlled near ρ.

KL(ρ‖ρ) � ρ log
p

1 − ρ
+(1 − ρ)log

1 − ρ
1 − ρJ

. (5)

)erefore, the global cost function of sparse autocoding
networks is [13]

Jspare(w, b) � J(w, b) + μ
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where μ represents the punishment coefficient, and the
larger its value is, the greater the punishment intensity is.
Here J(w, b) represents the global loss function. It can be
calculated by formula (7). λ is responsible for avoiding
overfitting [14].

J(w, b) �
1
m



m

i�1
J W, b; x

i
, y

i
 ⎡⎣ ⎤⎦ +

λ
2



nl−1

l�1


sl

l�1


sl+1

j�1
W

l
ji 

2
. (7)

J(W, b; xi, yi) represents the unit function:
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)e output error can be obtained from formula (8).
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It can be seen from formula (8) that δ(3)
i represents the

error of output layer; a
(3)
i represents the active function.
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)us, the hidden layer element error can be obtained as
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)e SICM model introducing sparse autoencoder is
implemented as follows:

Step 1. Randomly classify all data into training dataset
and testing dataset in a ratio of 4 :1
Step 2. Label the testing dataset and randomly select
some data to train the SICM model. Furthermore, the
remaining data are used to verify the improved ICM
model.
Step 3. Use the repeated experiment method to de-
termine the hidden layers and the nodes of each layer in
the sparse self-coding network.
Step 4. Select the training dataset as the input vector of
sparse autocoding network for unsupervised pre-
training and input the labeled and unlabeled data into
softmax classifier for training.
Step 5. Adopt BP algorithm to tune network parame-
ters. )e global optimal parameters can be obtained. As
can be seen from formula (12), when λ≠ 0, the weight
decay function is activated, so as to update the weight
[15].

ΔWij �
ηzJ

zΔWij

. (12)

)e formula shows that η � 0.05 which represents the
learning rate [16].

)e weight updating formula can be expressed as
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Here, ΔW(l) � Δb(l) � 0 represents the initial value, and
the weight can be obtained according to formulas (14) and
(15) [17].
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)e above process can be represented in Figure 2.

3. Sales Prediction of Agricultural Products
Based on Improved ICM

3.1. Building Improved ICM Model

3.1.1. Parameter Selection. )e improved ICM model pa-
rameter is selected by the characteristic variables of the sales
influencing factors of agricultural product. According to
literature [18], the characteristic variables affecting the sales of
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Figure 1: Structure of the ICM model.
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agricultural products mainly include the attribute parameters
of agricultural products, the personal factors of buyers, and
nine-dimensional characteristic vector formed by promotion
channels. )erefore, the parameters of the improved ICM
model in this study use
V � [p, add de, add sh, t, sex, age, pro ch, col, fav r] to rep-
resent the 9-dimensional input vector, which is used for
feature learning. Also, the preprocessed vector is expressed as
V � [pI, add de, add sh1, tI, sex, ageI, pro chI, col, fav rI].

3.1.2. Classifier Design. )e improved ICM model classifier
uses the softmax classifier of the ICM model. As the cost
function of the softmax classifier of ICM is a non-strict
convex function, it is easy to fall into local optimum [19].
)erefore, this paper adds a weight attenuation term to the

cost function and penalizes the parameters whose weights
are too large, so that the parameters can easily converge to
the global optimal. )e cost function added weighted at-
tenuation term can be expressed as [20]
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)e optimal parameter value can be obtained by min-
imizing J(θ), and the classifier can be used for the improved
ICM model of agricultural product sales prediction.

3.1.3. Model Structure. )ere are two parts for the improved
ICM model used for agricultural product sales prediction,
namely, data preprocessing and deep learning network. )e

Data preprocessing

Input original data

Normalized to get V1

ZAC whitening process to
get V'1 

Add time weight uI to get V3 

Add the fuzzy weight
matrix K to get V 

Output V

start

Sample data preprocessing, divide the
training set and test set 

Determine the hidden layer number N and the
element number M of each layer 

Train the ith SAE

The output of i layer is used as the input of i
+1layer for layer by layer training 

Train the Softmax classifier

i>=N ?

Fine-tuning and optimizing 
deep learning network

Output classification results

End

The diagnosis

fine-tuning

Pretraining
Yes

Sample collection 

no

Figure 2: Improved ICM model implementation process.
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specific structure is shown in Figure 3. )e input vector of
the model refers to the preprocessed data X, and the input
cell number of SAE isN+ 1, whereN represents variable and
1 represents offsets. By processing the input vector through
the hidden layer, the feature vector for classification can be
obtained. Consider that SAE only digs deep features of
sample feature vectors to obtain weight parameters of the
hidden layer. )e softmax classifier is needed to classify the
processed data of hidden layers, so as to obtain all deep
features [21]. In addition, the softmax classifier is added to
the top layer of the model to obtain a complete improved
ICM model. )e output vector Y is the prediction result of
agricultural product sales by the model.

3.2. Agricultural Product Sales Prediction Process Based on
Improved ICM. )e improved ICM model is applied to the
sales forecasting of agricultural products. First of all, the sales
data of agricultural products are preprocessed. Also, the
sparse autocoding network is adopted to select represen-
tation samples with common features from the sales data of
unlabeled agricultural products, so as to realize the adaptive
feature extraction. After that use the labeled and unlabeled
data training classifier to classify the agricultural product
sales level. Furthermore, the parameters of each layer are
tuned according to the backpropagation algorithm and
strictly convex function to obtain the global optimal pa-
rameter values. )us, we can get an accurate classification
prediction improved ICM model which can realize the sales
prediction of agricultural products. Finally, the data are
input into the prediction model, and the output data are the
prediction result.)e specific process of agricultural product
sales prediction based on Improved ICM is shown in
Figure 4.

4. Simulation Experiment

4.1. Simulation Environment and Data Source

4.1.1. Experimental Environment Construction and Data
Collection. )is experiment is simulated on 64 bit Windows
7 system and coded on i386 platform. Crawler technology is
used to obtain 5000 sets of data from Taobao egg agricultural
products trading data; each set of data includes 20 samples.

4.1.2. Data Preprocessing. Considering that there are noise,
incompleteness, and inconsistency in the crawled original
data, this paper performs normalization, zero-phase com-
ponent analysis, and fuzzy preprocessing for the original
data before the experiment.

(1) Normalization: carry out normalized preprocessing
for experimental data to reduce the influence of data
polarization on the final prediction results, which is
shown in the following formula [22]:

Xn �
Yn

z
, (17)

where Xn represents the weight of an attribute total
parameters in the total samples; Z indicates the total
samples; and Yn indicates sample feature vector with
a total number n of an attribute.

(2) Zero-phase component analysis: perform zero-phase
component analysis for the normalized data. M
sample data are selected to convert the original data
into matrix X1 �V1. Set the single sample dimension
to 9 and perform ZCA whitening processing on
dataset. )e specific process can be shown as follows:

① Set XT
1 as the numerical matrix with original

data of 9∗m. G represents the matrix after nor-
malizing XT

1 , and the average value of each attribute
in G matrix is 0.
②Calculate the sample covariancematrix ofG to
obtain the corresponding eigenvalues and eigen-
vectors and rank them in order from large to small.
)e eigenvalues are denoted as c1, c2, . . . , c9, and
the corresponding eigenvectors are
U � [u1, u2, . . . , u9].
③ Multiply VT

1 and UT to obtain the rotation
matrix [23]:
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Make the rotation matrix attribute values with unit
variance:

V
Tr

1rot �
1

�������
c1 + 0.1

 V
T
1rot (i � 1, 2, . . . , 9). (19)

)e unit variance per attribute in the rotation
matrix is obtained by multiplying
1/ ��

ci

√
(i � 1, 2, . . . , 9) with each element of row

i (i � 1, 2, . . . , 9) in V1rot′ , and denote the obtained
matrix as V1rot″, where 1/

�����
ci + ε√ is used to replace

1/ ��
ci

√ , which deals with the numerical fluctuation
or overflow phenomenon when ri approaches 0.
④ )e results of ZCA whitening processing are as
follows:

XT′
1 � UXT′

1rot
(20)

(3) Fuzzy processing: conduct fuzzy processing for the
data by fuzzy membership theory, so the obtained
data can be used in the experiment. )e method
based on fuzzy processing is as follows:

① Let V2 � [TS, pI, add
deI, add sh1, t1, sex1, age1, pro ch, col, fav r1]. )e
time TS in the vector V2 represents the distance
between the time of collecting sample data and the
time of the system. Data are selected in a random
way, and weights are marked for data in different
states:
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TS �
TSn − TSe

30
, (21)

where TSn represents the current system time when
data are processed and TSc represents the time of
data sample collection. )e time label format is
year-month-day.
② Use the fuzzy subset weight coefficient method
to deal with the time weight and use the expert
comment set method to set the weight of sample
data at different distances:

μ1 �

0.4, TS< 1,

0.31, 1≤TS< 5,

0.20, 5≤TS< 9,

0.08, 9≤TS< 12,

0, TS≥ 12.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

③ Determine the membership function. Set V1′ as
the weight in the sales prediction of each data
obtained according to TS in V2, namely,V3 � μ1V1′.
It can be seen that the factor set V3, the judgment
set Y, and the weight matrix K select the mem-
bership function of trapezoidal distribution as

μ xt(  �

0, xt < a,

xi − a

b − a
, a≤ xt ≤ b,

1, xt > b.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(23)

Here, x represents the feature vector in V3; t
represents the value at t (t � 1, 2, . . . , m) in the
eigenvector x; and a and b can be determined by
different characteristic attributes.

④ Obtain V3 by applying V1′ in step ①, and the
input vector V � μ(xt)KV3 of SAE can be obtained
by applyingV3 in step ②, which is as follows:

V � p, add de, add sh, t, sex, age, pro ch, col, fav r . (24)

)e experimental data for this study can be finally ob-
tained by the above preprocessing. Some of the data are
shown in Table 1.

As can be seen from the improved ICMmodel prediction
process, part of the sample data is utilized to train the
autocoding network, so as to obtain the kernel function, cost
function, and derivative function. Also, a part of the sample
data is adopted to train the softmax classifier. )erefore, the
preprocessed experimental data should be divided into
feature learning and classification learning. To ensure
general applicability of the improved ICM model, 3000
samples are randomly selected from the experimental
dataset to be the feature learning subset, and 1000 samples
are selected as classification learning subset, including 600
softmax classifier training sets and 400 test sets.

4.2. Parameter Settings

4.2.1. Determination of Hidden Layers. Set hidden layers to
1∼10 and input 500 groups of samples to obtain the clas-
sification accuracy of the model [24], as shown in Figure 5.
)e figure shows that if the number of hidden layers is less
than 3, the classification accuracy of the model will be
gradually improved with the increase of hidden layers. If the
number of hidden layers is greater than 3, the model clas-
sification accuracy does not change with the increase of
hidden layers. So, it indicates that when there are 3 hidden
layers, the model has reached the optimal classification
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Figure 3: )e improved ICM model structure.
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accuracy.)erefore, the hidden layer number of the model is
set as 3 in this paper.

4.2.2. Determination of the Unit Number of Hidden Layers.
Set iterations to 100, hidden layers to 3, and the sparsity
parameter to 0.05. Meanwhile, input 1200 sets of data and
increase units of the three hidden layers in a ratio of 3 : 2:2,
and the results are shown in Figure 6. Here, when the unit of
hidden layer in the second and third layers changes, the
classification accuracy changes accordingly. When the units
of each hidden layer are 6, 4, and 4, the classification ac-
curacy of the model is the highest. )erefore, the units of
hidden layer is set to 6, 4, and 4, respectively.

4.3. Evaluation Index. Precision and recall are used to
evaluate model classification performance in this paper, and
false positive rate (FPR) and false negative rate (FNR) are
used to evaluate risk. )e specific calculation methods are
shown in formulas (25)–(28).

P �
the number correctly divided into this class
the number actually divided into this class

, (25)

R �
the number correctly divided into this class
the number actually divided into this class

, (26)

FPR �
the number incorrectly divided into this class
the number actually divided into this class

, (27)

Data preprocessing

Input original data

Normalized to get V1

ZAC whitening process to
get V'1 

Add time weight uI to get V3 

Add the fuzzy weight
matrix K to get V 

Output V

start

Sample data preprocessing, divide the
training set and test set 

Determine the hidden layer number N and the
element number M of each layer 

Train the ith SAE

The output of i layer is used as the input of i
+1layer for layer by layer training 

Train the Softmax classifier

i>=N ?

Fine-tuning and optimizing 
deep learning network

Output classification results

End

The diagnosis

fine-tuning

Pretraining
Yes

Sample collection 

no

Figure 4: )e prediction process of agricultural product sales based on improved ICM.
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FNR �
the number not divided into this class

the number actually divided into this class
. (28)

4.4. Experimental Result

4.4.1. Model Performance Verification. To verify the per-
formance of the proposed model, the improved ICM is used
to classify experimental datasets of different sizes, and its
classification accuracy is compared with that of SVM and
softmax classifier. )e results are shown in Table 2. )e table
shows that with the increase of data scale, the classification
precision and recall of each model are improved, and the

classification time increases accordingly. Compared with
SVM and softmax classifier, the improved ICM has higher
accuracy and shorter classification time under the same data
scale. Furthermore, the advantage becomes more obvious
with the increase of data scale.)erefore, there is strong self-
learning ability for the proposed model to the massive and
variable agricultural product sales data, where the high
classification accuracy can be achieved, and the classification
prediction advantage is obvious.

To verify the classification precision of the proposed
model before and after optimization, in this paper, the
classification accuracy of the model before and after opti-
mization is determined by the number of iterations, which is
shown in Table 3. )e table shows that the classification

Table 1: Examples of preprocessed experimental specification data.
Id P Add_de add_sh Sex Age pro_ch Col fav_r
1 0.17 0.61 0.25 0.1 0.21 0.25 0.12 0.09
2 0.45 0.61 0.25 0.9 0.21 0.09 0.12 0.09
. . . . . . . . . . . . . . . . . . . . . . . . . . .

30 0.29 0.61 0.04 0.9 0.3 0.47 0.24 0.11
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Figure 5: Influence of hidden layers on model classification accuracy.
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Figure 6: Influence of hidden layer units on model classification accuracy.
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accuracy before the proposed model optimization is 62.98%,
and the classification accuracy after optimization is 80.98%,
which increases by 18%. )erefore, the classification accu-
racy can be improved be fine-tuning the model.

4.4.2. Model Comparison. To verify the processing ability of
the proposed model for fuzzy information, the improved
ICM model is used to classify and predict 4000 sets of data,
which are randomly selected from experimental samples.
)e false positives and false negatives of the two models are
obtained by comparing the classification results with the
ICM model, which are shown in Figure 7. )e figure shows

that the false positive rate and false negative rate of proposed
model are obviously lower than those of the ICM model,
which indicates that the proposed model can improve the
classification and recognition ability of the model through
fuzzy data preprocessing.

In order to further verify the classification performance
of the improved ICM model, the improved ICM and ICM
models are used for classification under different data scales,
which are shown in Table 4. )e table shows that the im-
proved ICM model has better classification accuracy, recall,
and classification time indexes than ICM model under
different data scales. Also, this advantage becomes more
obvious with the increase of data scale. )e reason is that the

Table 2: Comparison of classification accuracy of different models.
Number of samples Algorithm Precision Recall Time

1000
Improved ICM 0.721 0.695 7.5

SVM 0.646 0.628 8.6
Softmax 0.425 0.406 8.8

2000
Improved ICM 0.763 0.743 12.1

SVM 0.691 0.667 15.5
Softmax 0.546 0.528 14.8

3000
Improved ICM 0.813 0.789 20.5

SVM 0.715 0.709 25.2
Softmax 0.551 0.538 25.9

Table 3: Precision changes of model classification.
Softmax iteration
(times)

SAE1 iteration
(times)

SAE2 iteration
(times)

SAE3 iteration
(times)

Fine-tuned iteration
(times) Precision (%)

10 — — — — 62.9
100 — — — — 64.1
100 100 — — — 68.8
100 100 100 — — 73.4
100 100 100 100 — 79.3
100 100 100 100 100 81.3
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Figure 7: Comparison of model classification results. (a) Comparison of false positive rate. (b) Comparison of false negative rate.
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improved ICMmodel adopts sparse autocoding on the basis
of the ICMmodel to reduce the loss of data features as much
as possible. Compared with ICM autoencoder, the improved
ICMmodel has stronger feature learning ability. In addition,
the theory of fuzzy membership degree is added to the data
preprocessing of the improved ICM model. It solves the
problem that the ICM model ignores the fuzzy corre-
spondence between the influencing factors and the grades of
agricultural product sales. )erefore, the improved ICM
model is superior to the ICM model in classification pre-
diction of agricultural product sales.

5. Conclusion

To sum up, the proposed prediction method of agricultural
product sales based on deep learning uses sparse autocoding
to reduce the loss of data feature as much as possible.
Meanwhile, we use the preprocessing agricultural product
sales data based on fuzzy membership theory to build the
improved ICM classification prediction model, which can
effectively achieve the sales prediction of agricultural
products. Compared with the ICM model, SVM, and soft-
max classifier, the model has higher sales prediction accu-
racy. When the number of hidden layers of the model is 3
and the units of hidden layers are 6, 4, and 4, the maximum
classification accuracy of the model can reach 80.98%, which
can be used to predict the actual sales of agricultural
products. Although some achievements have been made,
there are still some shortcomings, such as limitations in data
sample acquisition, small size of data, and no verification of
data processing capability with a lot of noise. So, the next
step is to further discuss the classification and prediction
performance of the improved ICM for massive data, which
makes the model have stronger universality.
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