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To address the problem of low efficiency of existing forecastingmodels for market risk warning, a market risk early-warningmodel
based on improved LSTM is suggested utilizing the whale optimization algorithm (WOA) to optimize the number of hidden layer
neurons and time step parameters of long short-term memory. 'e proposed market risk early-warning model is validated by
using 40 real estate companies as the research subjects and 20 relevant variables such as gross operating income, net profit asset
growth rate, and total asset growth rate as indicators. 'e results demonstrate that the proposed model’s prediction accuracy for
market risk is greater than 96% and that when compared to the standard CNN and LSTM models, the suggested model’s
prediction accuracy for corporate finance from 2012 to 2019 is increased by 14% and 12%, respectively, and the prediction
accuracy for corporate finance in 2020 is improved by 22% and 7%, respectively, which has certain practical application value
and superiority.

1. Introduction

In recent years, affected by the trade war between China and
the USA and the global coronavirus pandemic, the real estate
industry across the country has been severely impacted and
caused varying degrees of bubbles and other problems,
putting the real estate market and the entire national
economy in jeopardy. To ensure a healthy and stable de-
velopment, macroregulation based on early-warning in-
formation provided by the real estate market is crucial. To
this end, based on Internet big data, Jiang et al. suggested a
support vector machine-based (SVM) real estate market risk
early-warning model [1]. China A-share listed real estate
companies in 2019 are used as the study subjects. Using the
random forest algorithm to select five important feature
dimensions, current ratio, equity financing ratio, operating
income, current liability ratio, and receivables’ turn, the
financing risk prediction of real estate companies is achieved
by collecting the relevant companies’ financial information
from 2010 to 2019 and supplementing the risk sample data
from 2005 to 2010. Using Philadelphia as the study object,

Junchi et al. suggested an improved regression tree (BRT) for
merging urban data, including metadata and image data,
with home features to estimate the market value of Phila-
delphia housing at the projected level [2]. Alvarez et al.
proposed to forecast house values, using publicly available
information on geography, city characteristics, traffic, and
real estate for sale by a tree-based incremental learning
model and allowing for early warning of real estate risk.
Using massive datasets for training and incremental learning
to deliver accurate price projections on a daily basis, the
model’s prediction accuracy was enhanced [3]. Garćıa-
Magariño and Lacuesta analyzed and predicted the possible
buying and selling behavior in the real estate market based
on agent’s simulation tool, by taking Spanish real estate as a
research object and simulating real estate transactions,
which can effectively warn the market risk in the real estate
industry [4]. Zhou et al. assessed the real estate market’s
internal and external environments and a PSO-SVMmodel-
based, and the real estate risk early-warning model was
proposed, which accurately predicts cyclical real estate risk
in Beijing and has good early-warning performance [5].
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Based on the DEA-Malmquist method, Chen et al. predicted
corporate assets by analyzing the inventory manifestation of
the Chinese real estate industry from 2005–2015, concluding
that there may be zombie enterprises and the risk of future
unemployment [6]. Kamara et al. proposed a new hybrid
neural network model with CNN attention (CNNA) and
bidirectional LSTM (BLSTM)-based modules to extract
features to tackle the Day-of-Market (DOM) prediction
problem [7]. According to the estimated distribution of the
characteristics, confidence intervals for the four properties in
the dataset were derived from percentile Bootstrap confi-
dence intervals (CI) or percentile bias-corrected accelera-
tions’ (BCA) Bootstrap CI. Finally, proposed method’s
superiority to the DOM prediction problem was demon-
strated and the prediction accuracy reached 87% by con-
ducting experiments on the dataset of a well-known real
estate agency in Shanghai. By investigating the association
between financial stability and real estate price volatility in
China and utilizing detrended cross-correlation analysis, Liu
et al. proved the interrelationship between financial stability
and the real estate market [8]. We use multiple fractals’
asymmetric detrended cross-correlation analysis (MF-
ADCCA) to assess scalar features of the correlation between
financial stability and estates’ price volatility to achieve
monitoring and early warning of that. According to the
above related research results, it is clear to observe that deep
learning-based early-warning models have advantages in
real estate market risk warning and can predict real estate
market risk more accurately, with an overall prediction
accuracy of about 80%, but its prediction accuracy still needs
to be improved. 'erefore, this research provides an en-
hanced LSTM real estate market risk early-warning model
based on the LSTM model that utilizes WOA algorithm to
maximize the number of hidden neurons and time step for
increasing prediction accuracy.

2. Basic Methods

2.1. Introduction to LSTM Networks. LSTM is a temporal
recurrent neural network that uses a “gate” structure to
overcome the difficulties of gradient disappearance and
long-term reliance in recurrent neural network (RNN) [9].
Its basic structure is shown in Figure 1, which consists of
input gate, output gate, and forget gate.

In Figure 1, xt denotes the network input at moment t,
ht−1 and Ct−1 denote network output and cell state output at
t-1moment, δ denotes sigmoid function, and the mathe-
matical expression is shown as (1), tanh denotes activation
function, and the mathematical expression is shown as (2),
and ⊙ and ⊕ denote the Hadamard product and summation,
respectively:
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'e network output at moment t is as follows [10, 11].
Input gate:

it � sigmoid Wxixt + Whiht−1 + WciCt−1 + bi( 􏼁. (3)

Forget gate:

ft � sigmoid Wxfxt + Whfht−1 + WcfCt−1 + bf􏼐 􏼑. (4)

Cell state:

Ct � ftCt−1it tanh WxCxt + WhCxt−1 + bC( 􏼁. (5)

Output gate:

ot � sigmoid Wxoxt + Whoht−1 + WCoCt−1 + bo( 􏼁. (6)

Network output:

ht � ot tanh Ct( 􏼁. (7)

In which, W and b are the relative weight coefficient
matrices and bias vectors.

'e LSTM model is highly efficient, but it is difficult to
find the best combination of parameters due to the large
number of model parameters and the large amount of
computational resources required to combine the relevant
parameters, which in turn leads to poor model prediction
performance [12]. 'erefore, this study employs the whale
optimization approach to improve the model prediction
performance by optimizing the LSTM model parameters.

2.2. LSTM Network Improvements

2.2.1. An Introduction to the WOA Algorithm. 'e WOA
algorithm is an optimization algorithm presented by Seyedali
Mirjalili et al. tomodel humpbackwhale hunting behavior [13].
'e algorithm uses a hypothetical method to represent the
optimal solution, mathematically expressed as follows [14]:
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Figure 1: LSTM network structure.
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current solution and the optimal solution, respectively,
denotes taking the absolute value, and · denotes the element
product. When the iteration produces an optimization so-
lution, X∗ will update, and then, A

→
and C

→
can be calculated

by (8) and (9):

A
→

� 2 a
→

· r
→

− a
→

,

C
→

� 2 · r
⇀

,
(10)

in which the linearity drops from 2 to 0 during the a
→

operation, which denotes that random vectors take values in
the range [0,1].

As illustrated in Figure 2, the WOA algorithm’s search
mechanism incorporates a shrinking encircling mechanism
and spiral updating position. 'e specific calculation
method of the spiral updating position is to prioritize the
distance between the whale’s position (X, Y) and its prey (X+,
Y+) to simulate the whale’s spiral movement by establishing
the spiral equation [15]:

X
→

(t + 1) � D
→t

· e
bt

· cos(2πl) + X
→∗

(t), (11)

where ebl denotes logarithmic spiral, b denotes constants,
and l denotes random numbers taking values in the range
[−1,1].

Assuming that the probability of choosing one of the
search mechanisms is 0.5, then [16]
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In addition, the WOA algorithm can search for targets
based on random shapes, variables, and vectors. 'is search
mechanism is consistent with A

→
> 1, emphasizes explora-

tion, and allows the execution of global searches, as modeled
below [17]:
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· D
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, (14)

where X
→

rand is the position vector in the whale population.
'e WOA algorithm has fast convergence speed and

strong search capability [18], so it is used in this paper to
optimize the LSTM parameters.

2.2.2. WOA-Based LSTM Parameter Optimization. 'e
prediction accuracy in LSTM networks is mainly affected by
the number of hidden layer’s neurons m and the time step c
[19], so the optimization of LSTM parameters by WOA is
mainly for m and c. Currently, the number of m is usually
determined as an approximate range according to the em-
pirical (13), and the value of c is usually set empirically [20]:

m �

������

(a + β)

􏽱

+ q, (15)

where a and β denote the number of output and input layer
nodes and q is a constant taking values between [0,10].

'e optimization process of the LSTM network pa-
rameters m and c by using WOA is shown in Figure 3.

3. Market Risk Early-Warning Model Based on
Improved LSTM

Based on the above improved LSTM model, the market risk
early-warning model and its prediction process are designed
in this study as Figure 4. 'e specific operation is as follows.

Step 1: (data collection): collect relevant factor variables
affecting the early warning of enterprise market
risk, which is preprocessed by one-hot encoding
and normalization

Step 2: divide the data into training and test sets
according to a certain ratio

Step 3: create and train an LSTM model; then, store the
LSTM model with the best prediction accuracy

Step 4: use the WOA algorithm to optimize the number
of hidden layer’s neurons m and time step c

Step 5: construct the WOA-LSTM model for prediction
and output the results

4. Simulation Experiments

4.1. Experimental Environment Construction. 'e proposed
model and comparison model are constructed in MATLAB
2019 for this experiment, running on a 64 bit Windows 7
Professional system with Intel(R) Xeon(R) E5-2620V3

shrinking encircling mechanism
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Figure 2: WOA algorithm search mechanism.
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2.40GHz CUP, Tesla K80 GPU, and 8G memory, and the
data are preprocessed by using SPSS software.

4.2. Data Sources and Preprocessing

4.2.1. Data Sources. In this experiment, 40 real estate
companies listed on the Shanghai Stock Exchange from
2012 to 2020 are used as research subjects, among which 5
companies are in financial crisis and the remaining 35
companies are financially healthy. For the crisis sample, if
the sample crisis time period is T, the study period for this
experiment is T-1 years [21]. 'e listed companies selected
for this experiment include five real estate companies such
as Songjiang Group and Yin Yi Group. For the normal
sample, 35 real estate companies, such as China Fortune
Land Development and NACITY PROPERTY SERVICE
GROUP, were selected while ensuring the same study
period. Combining the current situation of real estate
enterprises in China and related literature [22, 23], the
relevant variables selected for this experiment are indicated
in Table 1.

4.2.2. Data Preprocessing. Among the above variables, dif-
ferent variables have different degrees of influence on the
prediction of corporate financial market risk, while variables
that have less influence on the prediction results add data
dimension and reduce the running speed of the model
[24, 25]. 'erefore, to solve this problem, this experiment
uses factor analysis to analyze the variables and achieve a
reduction in data dimension and increase the running speed
of the model by removing factors with low commonality.
'e findings of factor analysis on the following 23 variables
are reported in Table 2. 'e factor commonality of interest
coverage multiple, operating income growth rate, and net
profit growth rate is less than 0.5, indicating that the in-
formation on the impact of corporate financial market risk
cannot be basically extracted from these variables.'erefore,
the three variables were removed from this experiment, and
20 variables were finally obtained.

In order to expand the features, the variables were treated
in this experiment by one-hot encoding. First, expand the data
discrete features to the Euclidean space, and then, encode them
using one-hot to obtain continuous features. Considering that
different variables have different data magnitudes, all data

Initialize related parameters, set the upper and lower
bounds of location of whale group, determine number

of maximum iterations, the population and the
spatial dimension of individual whales dim

Generate the initial pod of whales

predict model by LSTM network

calculate individual whale fitness values based on the fitness function f

p<0.5

|A|>1

spiral update individual whales positions

Reach termination
conditions

Update the location of individual whales
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Obtain the optimal number of neurons m and time step c
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envelope around their prey

spiral update individual
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N

N
Y

Y

Y

Y
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t=t+1

Figure 3: WOA optimization LSTM parameter flow.
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magnitudes are normalized in this study to facilitate the
analysis. Finally, the data from 2012 to 2019 were divided into a
training set and a test set in the ratio of 4 :1, and the four
quarterly values for 2020 were predicted.

4.3. Evaluation Indexes. 'e evaluation indexes for this
experiment are mean absolute error (MAE), mean square
error (MSE), root mean square error (RMSE), and

coefficient of determination (R2), which are calculated as
follows:

MAE �
1
N
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start
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LSTM model

WOA algorithm optimizes the number of hidden
layer neurons m and time step C of the model 

Build WOA-LSTM model 

end

Figure 4: Market risk early-warning process based on improved LSTM.

Table 1: Index selection.

Index types 'e first grade indexes Secondary variables Variable representations

Financial indexes Repaying capability

Interest coverage ratio Interest coverage ratio, _Intcvr
Current ratio Current ratio (%), _Currt

Long-term liability rate Percentage of long-term liabilities. ()_LongDebtRt
Asset-liability ratio Asset-liability ratio (%), _Dbastrt

Nonfinancial indexes

Profitability

Return on assets Return on assets (%), _ROAEBIT
Cash ratio Cash ratio (%), _CashRt

Adjusted earnings per share (yuan) Earnings per share, _BasieEPS
Return on equity Return on equity (diluted) (%), _ROE

Quick ratio Quick ratio (%), _Qckrt
Ratio of profits to cost Ratio of profits to cost (%), _Totprfcostrt
Rate of return on sale Rate of return on sale (%), _ROAEBIT
Inventory turnover Inventory turnover (second), Inventory
Operating revenue Gross revenue

Development capacity Net profit growth rate Total assets’ growth rate overhead rate

Operating capacity

Growth rate of main business revenue Operating revenue growth rate
Fixed assets’ turnover Fixed assets’ turnover
Total assets’ turnover Total assets’ turnover

Operating profit margin Operating profit margin

Scientific Programming 5
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In (19), R2 takes a range of (0,1), and the larger the value,
the better the model performance.

4.4. Experimental Results

4.4.1. Model Validation

(1) Operating Margin Forecast Results. Taking the operating
margin of Centralcon Holding as an example, the training
set is used to train the improved LSTM model, and the
training results are compared to the test set, as shown in
Figure 5. 'e anticipated values are consistent with the
change trend of the actual values, and the overall fitting effect
is good, indicating that the proposed algorithm has good
prediction effect.

'e experience enters the indices except the operating
profit margin into the prediction model and constructs the
prediction model with the operating profit margin as the
output for quantitatively analyzing the prediction perfor-
mance of the proposed model. 'e model’s prediction
performance is shown in Table 3. From the table, the sug-
gested model’s prediction accuracy is 98%, showing that it
has a high prediction accuracy and can better forecast the
impact of each index on the operating margin.

(2) Predicted Results for Each Variable. Using quarterly data
from 2012 to 2019 as model inputs and various indexes
(operating margin as an example) as model outputs, Table 4
represents the predictive performance of the model, and its

fit and iteration plots are shown in Figure 6. 'e revised
LSTM model has an excellent prediction effect, attaining a
prediction accuracy of 96%, and the overall fitting effect
between the predicted and observed values is good, as shown
by the prediction results.

4.4.2. Comparison of Models. 'e studies evaluated the
prediction effect of the proposed model with CNN and
LSTM models for each index for each quarter from 2012 to
2019 to ensure that the proposed model is effective, with the
finding displayed in Figure 7. From Figure 7, the suggested
algorithm outperforms the comparison algorithm in all
indexes, and the prediction accuracy is likewise greater,
which is improved compared with the CNN model and
LSTM model, respectively. 'is indicates that the proposed
model can enhance its prediction accuracy by improving the
LSTM algorithm, thus improving the prediction perfor-
mance to some extent.

Table 2: Variable results of factor analysis.

Name Communality
BasicEPS 0.796
ROE 0.57
ROAEBIT 0.754
Netprfrt 0.946
Opeprfrt 0.944
Totprfcostrt 0.747
Currt 0.818
Qckrt 0.790
LongDebtRt 0.683
CashRt 0.778
Totassgrrt 0.777
Invtrrat 0.835
Totassrat 0.738
Dbastrt 0.632
Total operating income 0.62
Fixassrat 0.479
Intcvr 0.096
Netprfgrrt 0.393
Opeinemgrrt 0.234

0

10

20

30

40

50

60

70

80

0 5 10 15 20 25 30 35 40
time

observed value
predictive value 

da
ta

 v
al

ue

Figure 5: Multivariable input prediction trend of operating profit
margin of the improved LSTM model.

Table 3: Prediction performance of operating profit margin of the
improved LSTM model.

Performance evaluation index Value
MSE 23.97
MAE 3.76
RMSE 4.89
R2 0.97

Table 4: Prediction performance of operating profit margin of the
improved LSTM model.

Performance evaluation index Value
MSE 3.83
MAE 17.79
RMSE 19.37
R2 0.96
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For further verification of the validity of the proposed
model, the experiments compare its prediction effects
with the CNN model and the LSTM model for four
quarters in 2020, and the results are shown in Figure 8. As
shown in the table, the proposed model outperforms the
comparison model in all performance metrics, and the
proposed model improves the prediction accuracy by 22%
compared to the CNN model and 7% compared to the
LSTM model. 'e reason is that the upgraded LSTM
model optimizes the LSTM network parameters using the
WOA algorithm, which improves the model’s global
optimization capabilities and prediction performance.
'is shows that the model described in this study has
certain effectiveness and superiority to identify and warn
market risks in advance and take corresponding measures
according to the risks to ensure the healthy operation of
the enterprise.

5. Conclusion

In summary, the predictive accuracy of the improved LSTM-
based market risk warning model can be improved by op-
timizing the number of hidden layer’s neurons and the time
step of the LSTM using the WOA algorithm, and the pre-
diction accuracy can reachmore than 96%, resulting in high-
precision early warning of market risks.'e proposed model
improves the prediction accuracy of corporate finance from
2012 to 2019 to different degrees, by 14% and 12%, re-
spectively. In addition, it improves the prediction accuracy
of corporate finance in 2020 by 22% and 7%, respectively.
And compared with the traditional CNN and LSTMmodels,
it has certain superiority. 'e innovation of this study is to
use WOA algorithm to improve LSTM and change the
previous LSTM parameter optimization method, so as to
better improve the prediction accuracy of the algorithm,
which is also an innovation of this research [26].

Data Availability

'e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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