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Data integrity veri�cation means that the data in the cloud are uploaded by the user. In addition to the user’s own update of the
data, any external factors including the cloud service provider’s data are destroyed, tampered with, and lost, and the data are not
updated in a timely manner. Any inconsistencies in the actual data required can be detected by the user. �is article aims to study
cloud data integrity veri�cation algorithms based on data mining and accounting informatization. �is article proposes data
mining technology, accounting information to help business managers assist management work. �e article uses Company H as
an example to illustrate the accounting information system and proposes a new informationmanagement strategy based on it.�e
CBF algorithm and data integrity veri�cation algorithm are used to study the cloud storage data integrity veri�cation protocol, the
cloud data integrity veri�cation model is constructed, the data program �ow design is analyzed, and the time-consuming
operation of �le data insertion is analyzed. �e experiment in this paper uses 16 standard mathematical calculation formulas to
strengthen the analysis. �e results show that the study of cloud data integrity veri�cation algorithms based on data mining and
accounting information is bene�cial to the integrity and protection of data. When the number of documents added increases from
0 to 400, the document agreement shows an upward trend, and the agreement in this paper basically �uctuates between 10 and 80.

1. Introduction

When the client uses the cloud storage service function
provided by the cloud service provider, the data on the cloud
server are very important because the customer does not
save a copy of the data locally. Customers hope and require
that their stored data are not damaged or lost on the server
side and that the data can be accessed at any time. �is
involves the problem of data integrity veri�cation. �e most
traditional data integrity veri�cation method is to use all
data must be downloaded to the local hard disk for veri�-
cation. However, because the number of users in the cloud
environment is huge, and the data stored in the cloud are
also very large, if the original method is adopted, it will bring
a lot of overhead to all aspects. Because the data are managed
by a cloud server provided by a third-party cloud service
provider, the user loses control over the data. Data

information security and privacy protection are completely
dependent on cloud service providers.

�e purpose of integrity veri�cation is to ensure that the
user’s data stored in the cloud server are complete and has
not been damaged or tampered with. For the incomplete
data found during the veri�cation process, data recovery can
be performed on the damaged data. By optimizing resource
allocation, computing resources are provided to users in the
form of services, and a shared resource pool with network
access and elastic expansion is realized. �e ability is to
access data in time. A veri�cation mechanism to verify the
integrity of the data in the cloud environment, making it
independent of storage services and applicable to the
existing basic service architecture, will bring a huge impetus
to the smooth deployment and development of the cloud
platform. �e solution must not only ensure the high reli-
ability of data veri�cation but also not impose an excessive
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burden on users and cloud servers. At the same time, the
privacy of user data should be protected during the verifi-
cation process without affecting other data blocks, thereby
reducing the computational overhead after the data are
updated.

Real-world optimization problems usually involve
multiple goals optimized for multiple variables at the same
time under multiple constraints. Although multi-objective
optimization itself may be a challenging task, it is equally
difficult to understand the solution obtained. In this two-
part paper, Ren Y discusses data mining methods that can
be used to extract knowledge about multi-objective opti-
mization problems from the solutions generated in the
optimization process. In addition to assisting the optimi-
zation process in future design iterations through expert
systems, this knowledge is expected to provide decision
makers with deeper insights into the issues. -e current
paper investigates several existing data mining methods
and categorizes them according to the method and the type
of knowledge discovered. Most of these methods come
from the field of exploratory data analysis and can be
applied to any multivariate data [1]. In the cloud storage
framework, once customers store their data remotely on the
cloud storage provider, they will lose their physical
knowledge of outsourced data control. -e risk of unau-
thorized access to data has increased dramatically. One of
the most serious problems of cloud storage is to ensure the
correctness of outsourced data. Specifically, we need to
protect these data from unauthorized operations; we also
need to detect and restore user data after accidental
changes. We propose a publicly verifiable scheme to protect
the integrity of cloud data and support dynamic mainte-
nance. -e scheme is based on a location-aware Merkle
tree. We use triples to define the nodes of the new Merkle
tree. -e node records the location of the corresponding
node so that users can directly calculate the root value to
verify the consistency of the challenge-response block
without retrieving the entire Merkle tree [2]. Cloud
computing is the latest trend in the IT field. It transfers
computing and data from desktops and handheld devices to
large processing centers and data centers, respectively. It
has been proposed as an effective solution for data out-
sourcing and on-demand computing to control the rising
cost of enterprise ITsetup and management. However, with
the cloud platform, the user’s data are moved to remote
storage, so that the user loses control of his data. -is
unique function of the cloud is facing many security and
privacy challenges that need to be clearly understood and
resolved. One of the important issues to be solved is to
provide proof of data integrity, that is, the correctness of
user data stored in cloud storage. Users cannot physically
access the data in Clouds. -erefore, a mechanism is
needed to allow users to check whether the integrity of their
valuable data is maintained or destroyed. -ese methods
use additional storage space by maintaining multiple copies
of data or requiring the presence of a third-party verifier. A
solution is proposed to solve the problem of proving data
integrity in cloud computing, through which users can
check the integrity of their data stored in the cloud [3].

Data integrity refers to the fact that data have not been
tampered with or destroyed without authorization, to ensure
that the data exist in a complete and true manner according
to the wishes of the data owner. -is article introduces data
mining technology to mine potential information levels to
meet different needs and different levels of learners. -e
requirements also provide users with decision-making
support and reduce the probability of risk occurrence and
accounting informatization to help corporate managers
assist in management. -e CBF algorithm and data integrity
verification algorithm are used to study the cloud storage
data integrity verification protocol, the cloud data integrity
verification model is constructed, the data program flow
design is analyzed, and the time-consuming analysis of file
data insertion operations is based on data mining. Research
on cloud data integrity verification algorithm is under the
conditions of accounting informatization.

2. Cloud Data Integrity Verification Algorithm
Based on Data Mining and
Accounting Informatization

2.1. Data Mining Technology. Data mining usually refers to
the discovery of inherent laws and valuable information
from massive, seemingly irregular, and unsystematic data,
and is generally combined with statistical software or
modern computer technology. -e application of data
mining is wider and wider, and the potential level of in-
formation to be mined is deeper. It meets the requirements
of learners with different needs and different levels. It also
provides users with decision-making support and reduces
the probability of risk [4].

-e process of data mining generally needs to go through
the four stages of obtaining data, preparing data, mining
data, and expressing and explainingmining results, as shown
in Figure 1.

2.2. Accounting Informatization. -e definition of ac-
counting informatization can be viewed from two per-
spectives. Broadly speaking, accounting informatization
refers to all tasks involving accounting informatization.
From the selection and customization of accounting in-
formation systems, what software to use and how to use
them, tomanagers’ views on accounting informatization and
the continuing education and training of relevant ac-
counting personnel, all belong to the scope of accounting
informatization. In a narrow sense, accounting informati-
zation refers to the combination of modern information
technology and accounting information and presenting it in
a new form of system to help business managers assist
management. Accounting information system, we call it AIS
for short, it can complete the collection, storage, processing,
and accounting of accounting information, and then sys-
tematically conduct accounting management analysis and
decision making [5]. H Company’s current accounting in-
formation system serves the company’s management. After
years of exploration and application, it now includes the
following relevant business modules. -rough this concept,

2 Scientific Programming



we can see that accounting informatization includes sci-
entific information technology, which integrates accounting
information resources and uses them horizontally and
vertically in order to establish an efficient system that
promotes corporate management [6]. -e architecture di-
agram of H company’s accounting information system is
shown in Figure 2.

2.3. Data Integrity Verification Algorithm. First, we intro-
duce the basic process of the data integrity algorithm.
According to the different running time and execution tasks,
it can be divided into two sub-phases: the initialization phase
and the challenge-response phase [7]. -e frame diagram is
shown in Figure 3.

Initialization stage: first, the client requests related to
services from the cloud service provider CSP and trusted
third-party TPA, respectively, and the two parties conduct
interactive authentication to determine the client ID, data
block, and check element storage server address and other
information.-en, the client divides the file to be stored into
blocks, then calls the Setup algorithm and the TagGen

algorithm to generate checksums, and then uploads all data
blocks and checksums to the CSP and TPA. After the TPA
receives the check element, it registers it in its check task
table [8]. After all steps are successfully returned, the client
registers the verification information of the file in its
management table. Finally, after confirming that the file has
been stored correctly in the CSP, the local copy can be
deleted. Challenge-response stage: TPA periodically initiates
verification according to the protocol or performs verifi-
cation after receiving the request sent by the client, queries
the verification element management table, obtains the
client ID and related verification element information, and
passes them to the verification module. -e verification
module calls the Challenge algorithm according to the
verification meta-information to initiate a challenge to the
CSP cloud storage server. After receiving the challenge, the
CSP invokes the Response algorithm according to the
challenge keyword, and generates a response. After receiving
the response message returned by the CSP, the TPA veri-
fication module executes the algorithm in the verification
element and returns the result “Success” or “Failure.” Fi-
nally, TPA returns the data verification result according to
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Figure 1: Data mining process.
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Figure 2: H company’s accounting information system framework diagram.
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the protocol [9]. If it is “Failure,” TPA returns the index
number ID of the failed block to the client and reports that
the data block is damaged [10].

2.4. CBF Algorithm

2.4.1..eMisjudgment Rate of the Check Element. CBF has a
certain false positive and misjudgment rate. -e meaning in
this article is that there is a certain probability that a
damaged data block can pass the verification [11]. Obviously,
this probability should be very low. For this reason, it is
necessary to evaluate its false positive rate. Consider in a test
process, the check element CBF bit array of a single data
block is V; its length is L; the hash function is h1, h2, . . ., hk;
the number of verification rounds is t; and its false positive
and misjudgment rate are Peer [12]. Assuming that k hash
functions are independently and randomly obeyed uniform
distribution, that is to say, the probability of any hash
function mapping to a certain position is 1/L. When the t
round check value is generated, a total of k× t values are
inserted into the CBF. At this time, the expected probability
that a bit in the CBF array V is still 0 is p0:

p0 � 1 −
1
L

􏼒 􏼓
kt

≈ e
− kt/L

. (1)

For a data block x to pass the check, it must have V [hi
(x)]> 0, ∀ i ∈ [1, k]; that is, the k position values are all greater
than zero.

Well, sometimes there is a misjudgment

peer � 1 − p0( 􏼁
k ≈ 1 − e

(− kt/L)
􏼐 􏼑

k
� exp kln1 − e

(− kt/L)
􏼐 􏼑.

(2)

Let p′ represent the proportion of 0 in the actual bit
array V, then its mathematical expectation is E (p′)� p 0.
Mitzenmacher proved in that the distribution of p′ is very
close to p0. -erefore, Peer can be used as the false-positive
rate of the check element. To select the appropriate number
of hash functions k to minimize the misjudgment rate Peer,
let g � kln(1 − e − kt/L). From (2), when g reaches the
minimum, the misjudgment rate Peer is the smallest [13].
Take the derivative of g with respect to k, and let dg/dk � 0,
then

k � ln2
L

t
􏼒 􏼓, (3)

p0 �
1
2
,

peer �
1
2

􏼒 􏼓
k

�
1
2

􏼒 􏼓
ln2(L/t)

� (0.618)
(L/t)

.

(4)
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2.4.2. .e Minimum Space Length L and the Number of Hash
Functions k. -e number of hash functions affects the
amount of calculation of CBF, but because the hash function
calculation speed is very fast, if theH3 hash function is used,
its speed can reach the nanosecond level. -e length of the
check element affects storage and communication costs.
Relative to the space occupied by the check element, the
number of hash functions can be used as a secondary pa-
rameter. In other words, the problem now is to control the
false-positive rate Peer under a certain threshold [14]. -e
optimal number of hash functions k is obtained to minimize
the storage space L of the check element, which is more
advantageous in communication. According to formula (2),
we can obtain the derivative of k, simplifying

k � −
lnpeer

ln2
. (5)

-en, substituting the formula (2) is to obtain the
minimum value of the length L of the check element CBF at
this time:

L≥ t log2 e∗ log2
1

peer
􏼠 􏼡. (6)

2.4.3. Number of Counter Bits. -e number of bits in the
counter increases by one for each round of check value
added to the check element. When the digit of the counter is
W, it can count up to 2w − 1. -en, what needs to be
considered is what value is set for the number of bitsW of
the counter so as not to overflow [15]. Li Fan et al. pointed
out in the literature that W� 4 is sufficient for most ap-
plications. Let c (u) be the value of the u-th counter, then the
probability that the counter value is j is

pr(c(u) � j) � C
j

tk

1
L

􏼒 􏼓
j

1 −
1
L

􏼒 􏼓
tk− j

. (7)

-en, the probability that the value of the u-th counter is
greater than j is

pr(c(u)≥ j)≤C
j

tk

1
l

􏼒 􏼓
j

. (8)

A total of L counters are the probability that the largest
counter is greater than j

pr(max(c(u)) ≥ j)≤ L · C
j

kt

1
L

􏼒 􏼓
j

≤L ·
etk

jL
􏼠 􏼡

j

. (9)

Also known from formula (8), k≤ (L/t) ln2 ≤ , then we
can get

pr(max(c(u))≥ j)≤L
e ln 2

j
􏼠 􏼡

j

. (10)

When W� 4, j� 2,·and w � 16, there are

pr(max(c(u)) ≥ 16)≤ 1.37 × 10− 15
× L. (11)

At this time, the overflow probability is already very
small, which means that most of the time a 4-bit counter is
sufficient.

3. Data Integrity Verification Experiment

3.1. Research on Cloud Storage Data Integrity Verification
Protocol. -ere are three main participants in the cloud
storage model, public cloud storage, private cloud storage,
and hybrid cloud storage: the data owner is also called the
user, who uploads the data to the cloud storage server for
storage, and can customize the cloud storage service; a
trusted third party, because it needs to pass Network access
to data that has been previously stored to the cloud storage
server by the data owner, and has audit capabilities that users
do not have, and can help users audit data files stored in the
cloud, thereby reducing the user’s calculations during the
verification phase; cloud storage servers are the “places”
where cloud storage service providers build storage services,
and they have super powerful computing and storage ca-
pabilities [16, 17]. From the perspective of data security, the
cloud storage server is not completely reliable (it may ac-
cidently erase stored data, or maliciously delete infrequently
used data, privately reduce the number of backup data, etc.)
[18]. -erefore, in order to ensure the integrity of remote
data, users will develop a reliable mechanism to entrust a
trusted third party to query whether the data stored on the
server are complete. Generally, before storing the data, the
user first preprocesses the data to be stored to prepare for the
integrity verification in the verification phase. It should be
noted here that in some applications, the data owner and the
trusted third party may be the same individual or belong to
the same group. In some environments, there may be more
than one user, and there may be multiple authorized users
who can access the data stored in the cloud server. Data files
are accessed and updated [19]. -e specific secure cloud
storage model is shown in Figure 4.

Data integrity detection here is an operation to be
performed regularly, because when the data are damaged,
only timely remedial measures can be taken to repair it. If the
data are damaged and not detected in time, it may cause data
destructiveness. Increasing it will even cause the overall
unavailability of data, which will bring huge loses to users
[20]. Moreover, due to the limitation of computing re-
sources, users do not have a lot of energy and time to verify
the integrity of remote data. -erefore, in general, users will
entrust data integrity testing to an experienced and trusted
third party, and will not disclose it. -e data file information
is given to a trusted third party, which better realizes the
user’s privacy protection. -e specific data integrity detec-
tion protocol is generally divided into the following three
stages:

(1) Setup stage: the data owner first runs the key gen-
eration and label generation algorithms to prepro-
cess the file, save the key pair information, and then
transfer the processed data file to the cloud server for
storage.
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(2) Challenge stage: the validator runs the challenge
generation algorithm to generate challenge infor-
mation and sends it to the cloud server.

3.2. Cloud Data Integrity Verification Model. Based on the
data integrity verification protocol, we also refer to the paper
A position-awareMerkle tree for dynamic cloud data integrity
verification. In that paper, the authors propose a publicly
verifiable scheme to protect the integrity of cloud data and
support dynamic maintenance [21, 22]. Based on this, the
following model is successfully designed in this paper with
reference to the location-aware Merkle tree-based model.
According to the number of participants, the cloud data
integrity verification model is divided into a two-party
verification model and a three-party verification model that
supports public auditing [23]. As shown in Figure 5, the two-
party model consists of users and CSPs. Users store data in
the cloud and retain metadata information necessary for
integrity verification.When data need to be used, a request is
made to the cloud server, and the cloud returns user data.
When the user wants to verify the integrity of his data, he
uses the “challenge-response” mode to verify whether the
data are verified through calculations based on the data
block evidence provided by the CSP complete.

However, in the two-party model, neither the user nor
the CSP is suitable for performing integrity verification,
because neither can guarantee to provide fair and credible
verification results. -e user and the cloud server do not
trust each other. In addition, the user, the client, requires
certain computing and storage capabilities, so most integrity
verification protocols introduce third-party audits to com-
municate the interaction between users and CSPs, improve
the efficiency of cloud data integrity verification, and reduce

the computing and storage overhead of the client [24] as
shown in Figure 6.

In the three-party verification model, the user uploads
data to the cloud. When the user needs integrity verification,
the user authorizes a third-party audit to challenge the CSP.
-e CSP obtains the corresponding data and integrity evi-
dence according to the challenge request and returns it to the
third-party audit. Finally, after a third-party audit and
verification, the results are notified to users. However,
verification is replaced by a third-party public audit, and
there is a potential threat of colluding with CSP to deceive
users or false verification [25].

3.3. Data Sampling Mechanism. Generally, the data that
need to be integrity-checked in the cloud storage server are
large data files. If all data blocks in the file are checked every
time, the overhead will be very large. -e random sampling
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mechanism will greatly reduce the number of blocks to be
verified. -erefore, a sampling mechanism is also used in
this algorithm.-e question that arises from this is that for a
file with N data blocks, how many blocks are extracted each
time is more appropriate for verification. We consider the
general verification process. Assuming that the total number
of file data blocks is N, a is the file block damage rate (i.e.,
N× a blocks Damaged), and c is the number of blocks
extracted in one check. X is the total number of damaged
data blocks found in the spot check. It is the probability that
the file is found to be damaged, which is defined as the spot
check confidence; then,

c∗ timez + tumee + timeh(|m|)􏼐 􏼑|m|, (12)

N − N∗ a − i

N − i
≥

N − N∗ a − i − 1
N − i − 1

, (13)

1 −
N − N∗ a

N
􏼒 􏼓

c

≤pfind ≤ 1 −
N − N∗ a − c + 1

N − c − 1
􏼒 􏼓

c

. (14)

From C≤N, we get

pfind ≈ 1 − (1 − a)
c
, (15)

c ≈
ln 1 − pfind( 􏼁

ln(1 − a)
. (16)

-at is to say, the confidence of the spot check is only
related to the file damage rate a and the number of blocks C
spot checked, and has nothing to do with the total file size.
Obviously, as the number of sampled blocks increases, the
credibility will increase, and P find is consistent with the
larger the number of blocks in each spot check, the greater
the probability of damage is found.

4. Data Time-Consuming: Program
Flow Analysis

4.1. Data ProgramFlowDesignAnalysis. -emain functions
of the system include users moving files to the cloud for
online hosting, checking the integrity of files in the cloud

when users obtain them, and performing online operations
on files in the cloud. Sequence diagram shows the dynamic
cooperation among multiple objects by describing the time
sequence of sending messages between objects. -e fol-
lowing is an introduction to the program flow involved in
the above-mentioned main functions [26]. -e interactive
process of user transferring files to the cloud and online
hosting is shown in Figure 7. -e description of the process
is as follows:

(1) User sends the file upload request to CSS, and CSS
obtains the available Storage address from Tracker
and returns it to User.

(2) User processes files locally, including dividing
blocks, generating ACSL files, signing the nodeHash
of the root node of ACSL, and so on.

(3) User accesses Storage, calls the file upload interface
to transfer the file and ACSL authentication struc-
ture, signature value, etc. to Storage, and receives the
file mapping name returned from Storage.

(4) User transfers the file mapping name to CSS, and
CSS stores the key-value pair “original file name-file
mapping name” in the file name mapping table [27].

When User accesses files stored in the cloud, the in-
teraction flow of each component is shown in Figure 8.

-e description of the process is as follows:

(1) User sends the file name to CSS, and CSS finds the
corresponding mapping name from the mapping
table according to the received file name.

(2) -e CSS sends the mapping name to the Tracker, and
the Tracker returns the available Storage address
where the file is stored to the CSS. -e CSS accesses
the Storage, obtains the ACSL authentication
structure and the file owner’s signature according to
the mapping name, and generates it according to the
ACSL authentication structure to complete evidence.

(3) CSS returns the integrity evidence, the signature of
the file owner, the storage address, and the file
mapping name to the User.

(4) User calls the file access interface to obtain the file
according to the Storage address and file mapping
name, and uses the integrity evidence and the
owner’s signature to verify its integrity [28].

When the user needs to operate files in the cloud online,
the interaction flow of each component is shown in Figure 9.

-e description of the process is as follows:

(1) User sends the file name and dynamic operation type
to CSS, and CSS finds the corresponding mapping
name from the mapping table according to the file
name.

(2) -e CSS sends the mapping name to the Tracker, and
the Tracker returns the available Storage address
where the file is stored to the CSS. -e CSS accesses
the Storage and obtains the ACSL authentication
structure and the signature of the file owner

Authoriz
ed

 au
dit

Retu
rn re

sult

issue a challenge

Respond to challenges

Datastorage, download

Cloud service provider

�ird party audit

Data owner

Figure 6: -ree-party verification model.
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according to the mapping name, and according to
the dynamics submitted by the User Operation type,
generating different integrity evidence.

(3) CSS returns the integrity evidence, the signature of
the file owner, the storage address, and the file
mapping name to the User.

(4) -e User obtains the corresponding file content
according to the dynamic operation type according
to the Storage address and file mapping name, and
calls the file access interface, and uses the integrity
evidence and the owner’s signature to check the
integrity of the obtained content [29].

(5) User modifies the acquired file locally, calculates the
modified ACSL root node nodeHash expected value,
and submits the modified file content to Storage,
notifying the CSS operation has been submitted.

(6) CSS obtains the submitted file content from Storage,
updates the ACSL authentication structure, and
returns the new ACSL root node nodeHash value to
User.

(7) User confirms that the nodeHash value of the ACSL
root node returned by CSS is valid, signs it with the
private key, and submits the signature value to CSS
[30].

(8) CSS verifies whether the signature submitted by the
user is valid, and if it is valid, the result of the dy-
namic operation is persisted; otherwise, the opera-
tion fails.

4.2. Time-Consuming Analysis of File Data Insertion
Operation. Test the time consumed by randomly inserting
file blocks at any position in the file for authentication.

-e test result is shown in Figure 10. From the exper-
imental results, it can be seen that the protocol proposed in
this paper and the protocol proposed in the literature have
similar performance when inserting file blocks at random
positions.

In theory, dynamic operation will make the authenti-
cation structure used by the protocol proposed in the lit-
erature appear unbalanced. -e unbalanced authentication
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Return file

Check integrity and perform actions

Calculate the expected value of the ACSL root node
Submit changes

Notification of
modification Request to modify content

Return to the modified content
ACSL root node

value Update ACSL

Compare ACSL root node value and expected value
Submit signature Update signature

Figure 9: Dynamic operation process.
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structure will cause the authentication path of some file
blocks to be longer than other file blocks. For file blocks with
too long paths, please check them. It will consumemore time
when it is complete. Below, in the case of imbalance, the test
compares the time consumed by the protocol proposed in
this article and the protocol proposed in the literature for
integrity verification. -e test results are shown in Figure 11.

From theoretical analysis, it can be seen that in the pro-
posed integrity verification protocol, the authentication
structure will not appear unbalanced. -erefore, the time
consumed to verify the integrity of the last file block and the
number of file blocks contained in the current file is statistically
significant. It is a logarithmic relationship, and in an unbal-
anced state, the time required for the protocol in the literature
to verify the integrity of the last file block has a linear rela-
tionship with the number of additional file blocks. It can be
seen from the experimental results that the proposed protocol
is better than the protocol proposed in the literature in this case.

5. Conclusions

People pay more and more attention to data security in the
cloud storage environment, and integrity verification is the
cornerstone of data security. -e traditional integrity veri-
fication technology requires the verifier to hold a complete
verification object. However, due to resource constraints,
especially network resource constraints, the traditional in-
tegrity verification technology has relatively large defi-
ciencies in the cloud storage environment. At the same time,
because the cloud storage service provider is not completely
credible, there is a possibility that user files may be damaged
or lost due to hardware failure, network attack, or misop-
eration of the management personnel. In this case, the cloud
storage service provider may act out of its own. It is chosen
to conceal or even deceive users due to the consideration of
interests. -erefore, in the cloud storage environment, the
possibility of service providers actively launching attacks
should also be considered when checking the integrity of
files. -is paper constructs a cloud data integrity verification
model, analyzes the design of the data program flow, and
analyzes the time-consuming operation of file data insertion,
and studies the cloud data integrity verification algorithm
based on data mining and accounting informatization. It is
found through the comparison of experimental research
results. -e integrity verification protocol is better than the
protocol proposed in the literature, which is conducive to the
integrity verification and protection of the data. Due to the
limitations of the authors’ capabilities and the length of the
study, the system protocol proposed in this paper was not
experimented with running in a larger database. -e data-
base for the experiments can be expanded in future research
with a view to the adaptability of the system proposed in this
paper.
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