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Different from traditional algorithms and model, machine learning is a systematic and comprehensive application of computer algorithms and statistical models, and it has been widely used in many fields. In the field of finance, machine learning is mainly used to study the future trend of capital market price. In this paper, to predict the time-series data of stock, we applied the traditional models and machine learning models for forecasting the linear and non-linear problem, respectively. First, stock samples that occurred from year 2010 to 2019 at the New York Stock Exchange are collected. Next, the ARIMA (autoregressive integrated moving average model) model and LSTM (long short-term memory) neural network model are applied to train and predict stock price and stock price subcorrelation. Finally, we evaluate the proposed model by several indicators, and the experiment results show that: (1) Stock price and stock price correlation are accurately predicted by the ARIMA model and LSTM model; (2) compared with ARIMA, the LSTM model performance better in prediction; and (3) the ensemble model of ARIMA-LSTM significantly outperforms other benchmark methods. Therefore, our proposed method provides theoretical support and method reference for investors about stock trading in China stock market.

1. Introduction

Stock market forecasting is a behavior to determine the future value of corporate stocks or other financial instruments traded on exchanges. Successful forecast of the future stock price can make considerable profit. According to EMH (efficiency market hypothesis), stock prices reflect all existing information, so any price changes not based on newly released information cannot be forecast. Although other people disagree with the hypothesis, some supporters of the view hold countless methods and techniques that supposedly allow them to access to future price information.

Stock market forecast is especially difficult, given the nonlinearity, volatility, and complexity of the market. Before the emergence of machine learning technology, stock market forecasts were generally realized through fundamental and technical analysis. With the computer technologies, such as machine learning, emerged and developed in business [1], deep learning, especially neural network model, has become the current hot spot of stock prediction model. Meanwhile, stock market forecast has been more convenient and efficient due to these technologies [2]. At present, stock forecasting models usually fall into traditional linear models and models represented by deep learning. However, since the time series data have both linear and nonlinear parts, the forecasting results singly through forecasting models are usually not so reliable. Therefore, many experts and scholars combine various single models to significantly improve the accuracy and stability of the forecasting results.

In addition, the coefficient of association between the stock index and its constituent stocks can reflect the sensitivity of the constituent stocks to the changes of the stock index, that is, the correlation between the constituent stocks and the stock index (also known as “stock character”), which can be referred to by investors to adapt investment strategies. According to the market trend forecast, extraneous income
can be expected to gain by choosing different $\beta$ coefficient of stocks. Moreover, the stock index and its constituent stock prices often keep trend in sync in the global stock market. Therefore, except for predicting stock index and single stock prices, better portfolio strategies can be worked out by forecasting the correlation coefficients of the expected constituent stock of the stock index for higher returns on investment.

Based on all of this, this paper takes the strong-enough representative S&P 500 stock index and its constituent stocks as the research object to forecast the future trend of the S&P 500 stock index through forecast models and then predict the correlation coefficient between its constituent stocks and the stock index, so as to formulate the optimal investment strategy for investors to refer to at a certain extent.

Over the past few decades, many social science researches have focused on predict social and economic development trends with quantitative methods. Many feasible methods in time-series analysis, both with advantages and disadvantages, can be interpreted as techniques for using past data to build forecasts and strategies on future value.

First, research about linear model: As early as the 1990s, the ARIMA (autoregressive integrated moving average) method has already been used by scholars to forecast in the capital market. Some researchers used the ARIMA and coefficients to predict stock market data [3], and in their experiments, researchers found that the experiment result was better than the prediction of the zero hypothesis of random fluctuations in the base value. The ARIMA model has been used in many fields including temperature prediction, prices prediction for electricity, and wind speed. Some studies adopted the process of ARIMA time in their research [4]. Yang et al. selected the Shanghai Composite Index to structure ARIMA model [5]. Kim and Sayama developed a new method aiming to forecasting the future trend of the S&P 500 index by establishing a complex network of time series of the index-foundation S&P 500 and then linking the network to the interconnected weights [6]. The study showed that adding network modelling results to the ARIMA can improve the prediction accuracy. Khashei and Hajirahimi believe that the time series in the hybrid model is divided into $t$ linear and nonlinear parts [7]. Therefore, ARIMA and MLP (multiparametric linear programming) are chosen to build hybrid models. They also found that on the whole, the ANN-ARIMA hybrid model can be adopted to achieve more accurate results. Unggara et al. used the Firefly algorithm to optimize the ARIMA ($p$, $d$, $q$) model and determined the best ARIMA model by looking for the smallest AIC (Akaike information criterion) value [8]. As a result, the ARIMA model optimized by the Firefly algorithm has a better forecasting performance.

Second, research about neural network model: The LSTM (long short-time memory) network, which has achieved further success in processing large data sets, is mainly used for deeper learning. Although LSTM model is limited in the number of inputs, Siami-Namini and Namin attempted to use the LSTM in financial data sets [9]. Experiment results indicate that the proposed method performs well in predicting economic and financial time series. Other researchers put forward a stock price prediction method using deep learning models [10]: 14 different DL methods similar to LSTM are comprehensively adopted in S&P stocks; BSE-BANKEX stock index will be capable of forecasting one or even four steps ahead. It is found that the DL methods proposed in their research can obtain a good prediction results for stock price. Joo II and Seung-ho proposed a stock price forecast model of a two-way LSTM recurrent neural network, which adds a hidden layer in the opposite direction of the data flow to deal with the limited network through the previous model based on the RNN [11]. It was found that, compared with the nonbidirectional LSTM recurrent neural network, the stock price prediction model using the bidirectional LSTM recurrent neural network has higher accuracy. To get rid of high noise in stock data, researchers applied the wavelet threshold denoising method to preprocess the initial data sets [12]. In their study, the soft/hard threshold method used for data preprocessing has a significant effect on noise suppression. Based on this research, a new multi-optimal combination wavelet transform (MOCWT) was proposed, and the research finally showed that MOCWT is more accurate in forecasting than traditional methods. Researchers also proposed the LSTM model and employed it to intraday stock forecasts [13]. Chen and Ge made an exploration on the forecasting mechanism of stock price movement based on LSTM and found that it significantly improved the forecasting performance [14].

Third, the research on the hybrid model is as follows: Peter and Zhang used ARIMA and ANN hybrid method to study time series estimation [15]. Narendra Babu and Eswara Reddy proposed a linear hybrid model that can simultaneously maintain the prediction accuracy and the trend of the data [16]. Baek and Kim proposed a novel data enhancement method for stock market index prediction based on the ModAugNet framework [17]. The method includes the over-fitting prevention LSTM module and the predictive LSTM module and it is found from analysis that the test performance depends entirely on the latter. An ensemble method LSTM with GARCH is proposed [18]; it has high predictive ability and good applicability. Chen et al. proposed a new ensemble model to problems on portfolio selecting with skewness and kurtosis [19].

Through the analysis of recent literature, it can be found that domestic and foreign forecasting models can be roughly divided into linear, nonlinear, and hybrid models. In general, the current research status at home and abroad can be summarized as follows: The research on linear models mainly focuses on the ARIMA model. For recent researches, many researchers keep more belief in predictive performance of non-linear models than that of linear models. The hybrid model is the best predictive model in all. It can not only process the linear part of time series data, but also has better processing capabilities for its nonlinear part. Therefore, in our study, a single method is first used to predict the trend of stock indexes, and then a hybrid one is adopted to predict the correlation coefficients of stock indexes and their constituent stocks, so that provide investors with guidance to profit to a certain extent.
2. Methods

In this section, we first introduce ARIMA model and LSTM model, respectively, and finally introduce our proposed integration model.

2.1. Autoregressive Integrated Moving Average Model.

ARIMA \((p, d, q)\), where \(p\) is the autoregressive term, \(q\) is the number of moving average terms, and \(d\) is the number of differences made when the time series becomes stationary. The prediction results can be adjusted by adjusting the aforementioned three parameters \(p, d,\) and \(q\), so as to draw the optimal model. The model calculation formula is as follows:

\[
y_t = \theta_0 + \Phi_1 y_{t-1} + \cdots + \Phi_p y_{t-p} + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \cdots - \theta_q \epsilon_{t-q} \tag{1}
\]

where \(y_t\) and \(\epsilon_t\) are the actual value and random error of the time period \(t\), respectively; \(\Phi_i\) \((i = 1, 2, \ldots, p)\) and \(\theta_j\) \((j = 1, 2, \ldots, q)\) are the model parameters; \(p\) and \(q\), the order of the model \((p\) and \(q\) are integers), are also the model parameter mentioned earlier; the random error \(\epsilon_t\), whose mean value is 0, is assumed to be independent and obey the same distribution in the model. The variance of constant term is denoted as \(\sigma^2\). Equation (1) involves several important special cases of ARIMA series models. If \(q = 0\), then equation (1) can be simplified to an AR model of order \(p\). When \(p = 0\), the model can be simplified to a \(q\)-order MA model. Among them, the model order \((p, q)\) is the key link in ARIMA model construction, which determines the accuracy of model prediction. The parameters of the AR and MA operations are defined as \((p)\) and \((q)\), respectively. These two parameters need to be determined by the auto-correlation graph (ACF). ARIMA includes the following steps:

Step 1: Data diagnosis and check: In the first step, it is necessary to check the stationarity of the given time series data, which is essential to improve the accuracy of forecasting. A stationary time series is a time series whose statistical properties such as mean, variance, and covariance are related to time.

Step 2: Model parameter estimation: In order to stabilize the nonstationary time series, a proper degree of difference \((d)\) is performed on it, and the stability test is performed again and this process is continued until a stable series is obtained. \((d)\) is a positive integer that shows the degree of difference. If the difference operation is performed \((d)\) times, the integration parameter of the ARIMA model is set to \((d)\), and then the obtained stationary data are identified. In this process, the model (ACF graph) and partial auto-correlation graph (PACF graph) are determined.

Step 3: Model identification and selection: After ensuring that the input variable is a stationary series, the parameter \(d\) has been determined. Next, calculation algorithms are used to estimate the parameters to find the coefficients most suitable for the selected ARIMA model. And then the AIC standard or BIC standard is used to test the model and select the minimum standard value. The essence of the two standards is maximum likelihood estimation or nonlinear least square estimation, and the AIC standard is chosen in this article.

Step 4: Model testing: Model testing is the test on whether the estimated model meets the norms of a stationary univariate process. In particular, the residuals of the model output should be independent of each other, and the mean value and the constant that changes with time should remain unchanged. If the estimate is insufficient, the modeling process must be resumed to build a better model.

Step 5: Data prediction: After the ARIMA model with the minimum AIC standard is obtained, the data can be input into the model to predict its linear part.

2.2. Long Short-Term Memory Model. Many researchers found that different models are good at dealing with different types of prediction problems. This provides a basis for using the ARIMA-LSTM hybrid model, which contains both linear and nonlinear parts, to produce better results than a single method. Figure 1 shows the LSTM neural grid stores the internal structure of cells.

Our study used the standard LSTM including the four interactive neural networks (forgetting gates, input gates, input candidate gates, and output gates).

\[
f_t = \sigma(W_x \times [h_{t-1}, x_t] + b_f), \tag{2}
\]

where \(\sigma\) represents the sigmoid activation function.

\[
\sigma(X) = \frac{i}{1 + e^{-x}}. \tag{3}
\]

And then, a new unit state \(C_t\) is obtained from the input gate, this state will be as an update unit state in the next time step. The input gate employed the \(\sigma\) as the activation function and \(i_t\) and \(\tilde{C}_t\) as outputs. \(i_t\) is employed to determine the feature in \(C_t\) to reflect \(\tilde{C}_t\).

\[
\begin{align*}
& i_t = \sigma(W_x \times [h_{t-1}, x_t] + b_i), \\
& \tilde{C}_t = \tanh(W_c \times [h_{t-1}, x_t] + b_c),
\end{align*} \tag{4}
\]

\(\sigma\) function outputs a value in the range 0 to 1 and the \(\tanh\) outputs a value in the range \(-1\) to \(1\).

Next, the value selected by the \(h_t\) activates \(O_t\) and \(C_t\), which are decided by the output gate.

\[
\begin{align*}
& o_t = \sigma(W_0 \times [h_{t-1}, x_t] + b_o), \tag{5} \\
& C_t = f_t \times C_{t-1} + i_t \times \tilde{C}_t, \tag{6} \\
& h_t = o_t \times \tanh(C_t). \tag{7}
\end{align*}
\]

Equations (6) and (7) produce the \(C_t\) and \(h_t\), and they will be passed to the next time step. The experiment in this article is a regression problem, and the range of output value of the proposed model is \([-1, 1]\); therefore, the last element is activated by the \(\tanh\) function.
2.3. Ensemble Prediction Model. Unlike single algorithms, a combination of multiple methods can obtain higher estimation results [20]. These hybrid models are based on supervised machine learning algorithms, so they can be used for training and prediction purposes. Moreover, the ensemble methods improve the solving problem applicability and will obtain better performance [21, 22]. Traditional econometric models and machine-learning-based models have been widely used in the prediction research of time series. In our study, for the time series in the stock market, due to the existence of a large number of linear and nonlinear relations, the previous single model would be difficult to deal with this type of prediction. Therefore, in our study, we will make a combination prediction based on ARIMA and LSTM, respectively, for different characteristics of stock market data, in order to obtain better prediction effect. Recently, the ensemble method based on ARIMA and LSTM has been applied to some fields like business and energy and achieved great success [23–25].

Even if the results obtained using the mixed model and the results obtained using the model alone are not related to each other, it also demonstrates that it has reduced the prediction error. Therefore, the hybrid model is considered to be the most successful prediction task model [26]. To make predictions, many ensemble methods composed of linear and nonlinear models are employed by different researchers. In our experiment, historical data are used in the time series to predict the future. Figure 2 introduces the structure of the proposed ensemble method.

\[ y_t = L_t + N_t. \]  

Figure 2 shows the ARIMA-LSTM hybrid model. In our time series data sets, \( L_t \) represents the linear part and \( N_t \) represents the nonlinear part. In our hybrid model, the linear part \( L_t \) is calculated through the ARIMA at first, and then the LSTM is applied to predict the nonlinear part \( N_t \). At last, the sum of the error values of the two models is obtained.

In the mixed model, the linear component \( L_t \) is calculated through the ARIMA model at first and then the LSTM model is used to predict the nonlinear component \( N_t \) of the time series. At last the sum of the error values of the two models is obtained. The formulas for calculating \( L_t \) and \( N_t \) are given in formulas (9) and (10):

\[
\text{LSTMerror} = \text{LSTM}_t\text{mean}[\text{error}],
\]

\[
\text{ARIMAerror} = \text{ARIMA}_t\text{mean}[\text{error}].
\]

Calculate the weight of the model using the error values obtained in equations (11) and (12).

\[
\text{ARIMAweight} = \left( 1 - \frac{\text{LSTMerror}}{\text{LSTMerror} + \text{ARIMAweight}} \right) \times 2,
\]

\[
\text{ARIMAweight} = 2 - \text{LSTMerror}.
\]

Use the given equation (13) to obtain the weight value of the model and each predicted value of the final mixed model.

\[
\text{Hybrid}_{\text{predict}}[i] = \frac{\text{LSTMweight}[i] \times \text{LSTMerror}[i] + \text{ARIMAweight}[i] \times \text{ARIMAerror}[i]}{2}.
\]
3. ARIMA-LSTM Hybrid Model Design and Evaluation

To evaluate the performance of the proposed ensemble model, we employ some commonly used method such as MAE, MSE, and RMSE to compare and evaluate the ensemble method and several benchmark methods.

3.1. Data Set Selection and Preprocessing

In this study, two stock index forecasting models, ARIMA and LSTM, are constructed at first. The S&P 500 stock index is selected in the empirical data selects, and the daily trading data is selected in the data sample interval selects from January 1, 2010, to December 31, 2019, which are 2519 sets of data in total. Among them, the first 90% is used for model training, and the 10% is used for model prediction. The S&P 500 stock index sequence is shown in Figure 3. It can be found from the figure that within the selected time range, the S&P 500 Index generally shows a steady increasing trend.

3.2. Comparative Analysis of Stock Index Forecast Model Results

After obtaining the prediction data set, the aforementioned four test methods are used in this study to test the data of each forecasting method. The following table shows the different loss value obtained on the basis of the prediction of the four foreign exchange median prices and the ARIMA model and the RNN neural network model.

Table 1 shows the fitting results based on the loss values of the prediction results of each model under different loss functions. It can be seen from the table that the loss functions of the LSTM model are all smaller than the ARIMA model, which is because the LSTM model can not only describe the nonlinear relationship of time series data but also has certain processing capabilities for its linear part despite of its instability in comparison with the ARIMA model. However, generally speaking, both models have gained very low loss values, indicating that the two models are both relatively perform well in predicting accuracy. Figure 4 shows the predicted results using LSTM and ARIMA, respectively.

![Figure 2: ARIMA-LSTM hybrid model.](image_url)

![Figure 3: S&P Stock index closing sequence.](image_url)

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>0.000101</td>
<td>0.007333</td>
<td>0.043788</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.000096</td>
<td>0.007184</td>
<td>0.028828</td>
</tr>
</tbody>
</table>

3.3. The Design of Stock Price Correlation Coefficient Prediction Ensemble Model

3.3.1. The Design of ARIMA for Stock Price Correlation Coefficient Prediction

(1) In the experiment of correlation coefficient prediction, the adjusted closing price of the constituent stocks of the S&P 500 index is selected, and the sample interval is still set from January 1, 2010, to December 31, 2019, on the New York Stock Exchange daily transaction receipts. Data are mainly acquired in the use of Python language’s Beautiful Soup function library through crawler technology. The trading data of the constituent stocks originates from the Quandl database, and the industry information of the constituent stocks is from Wikipedia.

After preprocessing the data, the program randomly generates 150 stocks from the remaining 446 assets, and calculates the correlation coefficient of each pair of assets in a 100-day time window. In order to diversify the data, 5 sets of data are set up in this...
article with a starting value every 20 days: day 1; day 21; day 41; day 61; and day 81. Each value corresponds to a rolling 100-day window, advancing in 100-day time-steps until the end of the data set training. In this process, a total of 55,875 sets of time series data were trained, and each set has 24 time-steps. Development, test1, and test2 are produced using these 55,875 \( \times 24 \) data sets. In the model evaluation stage, this paper divides the data as follows to achieve forward optimization.

(2) The parameters of the model should be determined before fitting the ARIMA model. ARIMA \((p, d, q)\), where \(d\) is easiest to be determined. Data difference aims to making the last data used is a time series that tends to be stable, which can improve forecasting accuracy. As mentioned in the previous section, the S&P 500 Index and its constituent stocks generally show a steady increasing trend. The data will tend to be stable after a difference, so the parameter \(d\) here can be determined as the value 1. The determination of the parameters \(p\) and \(q\) needs to adopt the ACF and PACF of the data.

The ACF and PACF are set into zero after a certain order is called truncation. The running results show that most data sets show an oscillation trend, as shown in Table 2. There are also notable trends covering rising/falling trends, large drops occasionally when the correlation coefficient is stabilized, and stable periods with mixed oscillations. Although the ACF and PACF images show that most of the data sets are close to white noise, the images show that five groups of parameters can be effectively used in the prediction of the ARIMA model. These five sequences are used in this article to test the ARIMA model, and a total of 55,875 data sets are trained. What is more, for each data set, we will select the smallest AIC-value-based model after training.

AIC (Akaike information criteria) is a commonly used test standard for the prediction performance of ARIMA models. The expression of AIC calculation is as follows:

\[
AIC = -2\ln(L) + 2N, \quad (14)
\]

where \(L\) represents the maximum likelihood function and \(N\) represents the number of parameters.

The AIC standard was proposed by the Japanese statistician Akaike, so it is named directly after initials of his name. To evaluate the performance of the ARIMA model with the application of AIC standard, the maximum likelihood function and the model parameters are used to judge its prediction effect. Specifically, the larger the maximum likelihood function value, the higher the prediction effect; theoretically speaking, the more the number of model parameters is set, the lower the difficulty of fitting the data relationship or the better the fit will be. However, too many parameters will also complicate the model structure, which may lead to more difficulties in parameter estimation, thereby reducing the model prediction accuracy. Therefore, the ideal ARIMA model should be the optimal combination of maximum likelihood function and parameters. The AIC standard comprehensively considers the above two indicators and can perform comprehensively on evaluation of the ARIMA model. Therefore, when optimizing the ARIMA model, the parameter with the smallest AIC value will be selected.

If the ARIMA model is used to predict future data, the generated data are in the ARIMA model. In other words, the underlying process of generating the time series only has a linear correlation structure, but the nonlinear relationship in the experiment data cannot be described. The ARIMA method still has certain limitations in predicting complex real-world problems. In this regard, the NN model can be employed to analyze the nonlinear parts that the ARIMA model cannot deal with.

After fitting the ARIMA model to the linear part of the data, this article generates a new data set to calculate the residual value of the remaining non-linear part at every 21-time steps, as shown in Figure 5. Since the input is the nonlinear partial residuals processed by the ARIMA model, the residual distributions of the \(X\) and \(Y\) data sets all fall...
between 0 and 1. The newly generated \( X \) and \( Y \) segmentation data set will be used as the input value of the next nonlinear LSTM model for training.

3.3.2. Forecast Design Based on LSTM Stock Price Correlation Coefficient. (1) Data Selection and Acquisition: After the ARIMA model processes the linear part of 150 pairs of combined assets generated at any time, the remaining nonlinear part is calculated as the residual value and used as the input of the LSTM model, as shown in Figure 5.

The input data set of the LSTM model is also divided into \( X \) and \( Y \) trains, \( X \) and \( Y \) developments and two sets of \( X \) and \( Y \) test set 1 and test set 2. The input data are stored in the \( X \) and \( Y \) data sets as shown in Figure 6. Each \( x \) data set size is a 55,874 \( \times \) 20 matrix, and each \( X \) time series corresponds to a \( Y \) data set.

(2) Training for LSTM Model: The model structure constructed in this paper is an improved LSTM model based on RNN, which contains 25 units. The final output of the cells is combined into a value with a full-connection layer. This value is then output as a final predicted value through a \( \tanh \) activation function of a two-layer network. The \( \tanh \) activation function of the two-layer network can be simply understood as the \( \tanh \) function magnified by two times. Figure 7 shows the simplified architecture of the method.

3.4. Prediction Results Analysis

3.4.1. Forecasting Performance Evaluation. This paper aims to fit the parameters of the model so that the optimal parameters can be used to apply and predict various assets in different time periods. Therefore, only the first window is trained, and the trained model can be applied to the data training of the three time intervals of the validation set and the two test sets. In addition, when the prediction results of

<table>
<thead>
<tr>
<th>Type</th>
<th>Data plot</th>
<th>ACF plot</th>
<th>PACF plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oscillatory</td>
<td><img src="Oscillatory.png" alt="Image" /></td>
<td><img src="ACF_Oscillatory.png" alt="Image" /></td>
<td><img src="PACF_Oscillatory.png" alt="Image" /></td>
</tr>
<tr>
<td>Oscillatory and steady</td>
<td><img src="Oscillatory_and_steady.png" alt="Image" /></td>
<td><img src="ACF_Oscillatory_and_steady.png" alt="Image" /></td>
<td><img src="PACF_Oscillatory_and_steady.png" alt="Image" /></td>
</tr>
<tr>
<td>Dip</td>
<td><img src="Dip.png" alt="Image" /></td>
<td><img src="ACF_Dip.png" alt="Image" /></td>
<td><img src="PACF_Dip.png" alt="Image" /></td>
</tr>
<tr>
<td>Decreasing</td>
<td><img src="Decreasing.png" alt="Image" /></td>
<td><img src="ACF_Decomposing.png" alt="Image" /></td>
<td><img src="PACF_Decomposing.png" alt="Image" /></td>
</tr>
<tr>
<td>Increasing</td>
<td><img src="Increasing.png" alt="Image" /></td>
<td><img src="ACF_Increasing.png" alt="Image" /></td>
<td><img src="PACF_Increasing.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 2: ARIMA model’s ACF/PACF.
the correlation coefficient of the model in the two time periods are relatively ideal, some classic financial prediction models are selected to analyze the prediction effects of each model to test the model in this article. The MSE and MAE values of four financial models are calculated in this article.

Figure 5: Residual data distribution of training set.

Figure 6: The input data for time series.

Figure 7: The structure of the LSTM model.
3.4.2. Forecast Results and Analysis. After the data are processed, in the hybrid model prediction experiment, the ARIMA method is first employed in this article to process the S&P 500 index component stocks in the aspect of linear as the first step, and then the nonlinear part of the data residual value processed at the first step is used as the input data of the LSTM model. Finally, model establishment, data training and testing is developed. The final prediction results of the correlation coefficient between the 150 randomly generated asset portfolios and the S&P 500 index in the next 20 time steps are shown in Figure 8.

3.5. Control Group Forecasting Model. Predicting the results by the hybrid model alone is not enough to show that the certain advantages of the model in the forecasting performance of research objects such as correlation coefficients. In order to make comparison between the proposed hybrid model proposed and other models for the accuracy of financial sequence forecasting, other commonly used forecasting models are introduced as the reference group. Many studies have shown that the full-sequence model is poor in prediction performance during the period of predicting financial sequences, so three other commonly used prediction models are also discussed, which are compared with the prediction results of hybrid models.

3.5.1. Full-Sequence Model (FS). Adopting the full-sequence algorithm is the easiest way to estimate the portfolio correlation. All the past correlation values are used in the model to predict the future correlation coefficient.

\[
\hat{\rho}_{ij}^{(t)} = \hat{\beta}_i \hat{\beta}_j \sigma_m^{(t)} \sigma_j^{(t)} = \hat{\rho}_{ij}^{(t-1)}. \tag{15}
\]

However, compared with other equivalent models, the prediction quality of this model is relatively poor.

3.5.2. Constant Coefficient Correlation Model (CCC). The CCC model shows that the average value of the correlation coefficients of all asset portfolios can be regarded as the estimated value of the required predicted asset portfolio. Therefore, all assets in the portfolio in this model have the same correlation coefficient.

\[
\hat{\rho}_{ij}^{(t)} = \frac{\sum_{t' > t} \hat{\rho}_{ij}^{(t-1)}}{n(n-1)/2}. \tag{16}
\]

3.5.3. Single-Index Model (SI). Adopting the single-index model is a simple way of asset pricing, which is usually used to evaluate the risk and return of stocks. To facilitate calculation and analysis, the single-index model acts with a kind of macro factor, such as the S&P 500 index, to measure the risk and return of stocks. The single-index model assumes that the rate of return on assets and the "single index," that is, the market rate of return changes in the same direction. In order to quantify the volatility of assets and market returns, it is necessary to specify the market returns themselves. This specification is called the "market model."

\[
R_{i,t} = \alpha_i + \beta_i R_{m,t} + \epsilon_{i,t}. \tag{17}
\]

where \(R_{i,t}\) represents the return of asset \(i\) at time \(t\); in the same way, \(R_{m,t}\) represents the return of asset \(m\) at time \(t\); \(\alpha_i\) represents the excess return of asset \(i\) after risk adjustment; \(\beta_i\) represents the impact of asset \(i\) on the market sensitivity; \(\epsilon_{i,t}\) represents the residual income of asset \(i\) at time \(t\), also called the error term. So there is

\[
E(\epsilon_i) = 0,
\]

\[
\text{Var}(\epsilon_i) = \sigma^2_c,
\]

\[
\text{Cov}(R_i, R_j) = \rho_{ij} \sigma_i \sigma_j = \beta_i \beta_j \sigma_m^2,
\]

where \(\sigma_i\) and \(\sigma_j\) respectively represent the standard deviation of asset \(i\) and asset \(j\); \(\sigma_m\) represents the standard deviation of market returns. In a single-index model, the estimated value of the correlation coefficient \(\hat{\rho}_{ij}^{(t)}\) can be expressed as,

\[
\hat{\rho}_{ij}^{(t)} = \frac{\hat{\beta}_i \hat{\beta}_j \sigma_m^2}{\sigma_i \sigma_j}. \tag{19}
\]

3.5.4. Multisequence Model. The industry sector of the asset is considered in the multisequence. The model assumes that assets generally have a trend of volatility in the same direction in the same industry, so it can be considered that the correlation coefficients of the asset portfolio are equal to the average value of the correlation coefficients of the industry. For example, there are company A and B that belong to industry sectors \(a\) and \(\beta\), respectively; then, their correlation coefficients are equal to the average correlation coefficients of all asset portfolios in their respective industry sector combinations \((a, \beta)\). According to whether the two industrial sectors \(a\) and \(\beta\) are the same, the prediction formula is slightly different. The equation is as follows:
\[ n_\alpha \varepsilon \alpha \quad n_\beta \varepsilon \beta; \quad i \neq j \quad \rho \left( t - 1 \right) \quad \rho_{ij} \quad n_\alpha \cdot n_\beta - 1 \quad \alpha = \beta, \]

\[ \sum_{\text{ica}}\sum_{j|\alpha \neq \beta| \beta_{ij}^{(t-1)}} \frac{n_\alpha \cdot n_\beta - 1}{n_\beta}, \quad \alpha \neq \beta, \quad n_\alpha \cdot n_\beta, \quad \alpha \neq \beta. \]

(20)

where \( \alpha \) and \( \beta \) respectively represent different industry sectors in the stock market; \( n_\alpha \) and \( n_\beta \) represent the number of companies in the \( \alpha \) plate and \( \beta \) plate, respectively.

3.6. Experimental Results and Evaluation. From Figures 9 and 10, it can be found that the learning curve of the train data set and the development data set after a certain period of learning and training (about 350 time steps) begin to converge, and the aforementioned two data sets have obtained smaller MSE and MAE loss function values.

Table 3 shows that the value of the Validation set (develop), test1, and test2 are all smaller than that of the compared models through the ARIMA-LSTM ensemble model designed in our study and calculation of the MSE, RMSE, and MAE for predicted values. Therefore, it could be considered that the
accuracy of the ensemble method has been improved, and the model can be extensively used to other applications of stock market prediction.

4. Conclusion

First, the two single models have good applicability to the data with single dimension. The loss function is used to calculate the prediction results of the proposed model, and we found that both ARIMA and LSTM model have lower loss function values in stock index prediction. By comparing the loss function values of all methods, it can indicate that the three loss function indexes of LSTM model are superior to ARIMA model. Moreover, the prediction accuracy of ARIMA-LSTM hybrid model is better than other financial models. In this paper, we proposed a hybrid model ARIMA-LSTM, linearity is filtered out in ARIMA modeling, and nonlinear trends are predicted in LSTM recursive neural networks. The loss function test results show that the MSE, MAE, and RMSE of ARIMA-LSTM hybrid model are smaller than those of other control models. Therefore, ARIMA-LSTM model is feasible to predict the correlation coefficient of portfolio optimization. Although the prediction results in this paper are basically consistent with the expected results before the experiment, the time series before 2010 is not considered for only the data after 2010 are selected. Therefore, the model’s ability to predict the special financial situation before 2010 need to be further tested. What is more, as financial anomalies and noise are common, all special trends cannot be covered by the model. Therefore, in the next step, it is necessary for researchers to further study how to deal with Black Swan Theory in the financial world.
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