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Based on scale-free and density-based complex networks and numerical clustering algorithm, a graph clustering algorithm based
on fast detection of central nodes is proposed. ,rough the calculation of local density and comprehensive clustering of nodes in
the network, the clustering center in the network can be found quickly and noncentral nodes can be divided into the clustering
center according to the nearest neighbor principle, thus avoiding parameter limitations such as the number of clustering to be set
in advance using conventional classic social network detection algorithm. ,e experimental comparison and analysis in the real
network indicate that the graph clustering algorithm based on fast detection of the central node is highly effective and efficient.

1. Introduction

,e detection of social structure is vitally important to
understand topology structure and the interaction be-
tween nodes in the network. With the development of
application of graph clustering algorithm in different
scientific fields, researchers have attached great impor-
tance to graph clustering algorithm and conducted re-
searches and improvements. In recent years, graph
clustering algorithm has been extensively used as the
module maximization and spectral clustering algorithm.
Module maximization transforms graph clustering into a
problem of realizing module maximization and spectral
clustering algorithm applies spectrum analysis technology
in graph theory to graph clustering, thereby minimizing
cutting. Furthermore, agglomeration algorithm and
splitting algorithm as two common hierarchical clustering
techniques [1, 2] have their respective advantages, which
both require prior information such as network clustering
number under great constraints. Although density clus-
tering algorithm is not restricted by the condition to test
the clustering of any shape, the general density clustering

algorithm is only used for numerical clustering, not for
network clustering [3–6].

Density-based clustering algorithm is the crucial di-
rection of clustering analysis. ,e classic density-based
clustering algorithm is DBSCAN algorithm, which divides
high-density areas into multiple clusters. Although it can
find clusters of arbitrary shapes in spatial data with noise, it
cannot reflect changes in high-dimensional data and data
density [7]. ,erefore, researchers improved the algorithm
and proposed OPTCIS algorithm, which can be used for
multidimensional spatial data clustering. ,e current al-
gorithm improvements are based on DBSCAN and OPTICS.
In recent years, the CFSDP based on density clustering
algorithm proposed by Alex et al. is popular with the main
idea of adhering to the following two principles in the se-
lection of clustering center: firstly, the density of the clus-
tering center itself is greater than the density of adjacent
points; secondly, the distance between the clustering center
and other clustering center is relatively long. Based on
CFSDP algorithm in combination with scale free of complex
networks, the clustering algorithm for fast detection of
central nodes proposed in this paper has the advantages of
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high efficiency of density-based numerical clustering algo-
rithm and no need to set clustering quantitative parameters
in advance [8].

2. Methodology

2.1. Density-Based Clustering Algorithm. Density-based
cluster is a dense region separated by sparse regions in the
data space, and the density in any cluster is higher than that
in other noisy regions. Each core point requires for no fewer
thanMinPts points adjacent to radius Eps, that is, the density
of the neighborhood must exceed a certain threshold. Let D
be the data space containing all data points, and density-
based cluster definition assumes that the distance function of
a pair of points is dist (p, q), and NEps (p), the esp-
neighborhood of p, can be expressed as
NEps(p) � q ∈ D|dist(p, q)≤Eps . If p ∈ NEp(q) and
∣NEp(q)∣ ≥MinPts, p is directly accessible from q. If there is a
set of sample points p1, p2, . . . , pn, p1 � q, Pn � q so that
Pi + 1 is directly accessible from Pi to p and q, and the
density accessibility is given by the transitive closure of
direct density accessibility, that is, the specification exten-
sion of direct density accessibility. Since the secondary re-
lation is transferred, if there is a point o that makes both p

and q accessible from the density of o, then the density of p is
related to the density of q.

Density-based clustering is the maximum set of data
points connected by density. If a cluster C is a nonvoid
subset of D, then

(1) ∀p, q, if p ∈ C and p from q can access to density,
q ∈C (maximum)

(2) ∀p, q ∈C, p, and q has density connection
(connectivity)

LetC1. . .Ck be the clustering of data spaceD. Noise is the
set of points inD that do not belong to any clustering Ci, that
is, noise� p ∈ D|∀i: p ∉ D .

Density-based clustering distinguishes three different
types of points: the core points with dense neighboring
points, the boundary points that belong to the same clus-
tering but not densely neighboring points, and the noise
points not belonging to any clustering.

2.2. Graph Clustering Algorithm Based on Fast Detection of
Central Node. An unweighted network is represented by
G � (V, E, W). V is the set of vertices, E is the set of edges,
Wij represents the weight of nonitemized edges connected to
node Vi and Vj, and Wij represents the distance and
proximity between node Vi and Vj in the graph clustering
algorithm. According to the central idea of graph clustering
algorithm based on fast detection of center node, the net-
work is divided into k disjoint subgraphs, with dense edge
connections inside and sparse edge connections between
each other. In the k subgraph, each subgraph contains a
cluster center. When clustering, the cluster center should be
identified first, and then the noncluster central nodes are
divided into appropriate clusters. ,erefore, graph cluster-
ing algorithm based on fast detection of central node needs

to solve three core problems: (1) how to define the density
and distance of a node; (2) how to determine the clustering
center; (3) noncluster center clustering strategy.

In scale-free network, the degree distribution of nodes
follows the power-law distribution, that is, the probability
that a node is connected to k, other nodes P(k) satisfy
P(k) ∼ k − r (r is a constant.) Obviously, the fewer the
nodes, the higher the degrees. In addition, these nodes are
surrounded by denser nodes, allowing the importance of
nodes to be described and all clustering centers in the
network to be found. In order to describe the importance of
nodes, the concept of local density is introduced, and the
local density Pi of node I is defined as

ρi � 
j

X dij − dc ,

dij � min

j−1

z�i

Wz(z+1).

(1)

If X≤ 0, X(x)� 1, otherwise X(x)� 0, dij represents the
shortest distance between node i and j, and dc is the trun-
cation distance. ρi is equal to the number of adjacent points
whose distance from node i is less than dc. However, since
the local density of nodes cannot determine the clustering
center, for quick identification of the clustering center, the
comprehensive distance i of node i should be introduced to
represent the shortest distance weighted value from node i to
nodes with higher local density:

βi � δi φi + 1( ,

δi � min
j: ρj > ρi

dij.
(2)

δi represents the minimum distance between node i and
any other node with high density, φi is the median centrality
of node i, which is the weight factor used to control the
influence of node, and C is the constant. If node i has the
highest density, set δi equal to 0.3 times the diameter of the
network.

Obviously, only the nodes whose local density is the
local or global maximum value has a much larger com-
prehensive distance than their neighboring points.
,erefore, the clustering center is the node with abnor-
mally large ρi and βi and the network graph can be
depicted by the local density of node ρ and the com-
prehensive distance β, thereby identifying the network
clustering center quickly.

2.3.AlgorithmDescription. In the network G � (V, E, W), to
calculate the local density ρ of each node in the network G

and the comprehensive distance β, the network G decision
graph should be drawn on the basis of the ρ and β to de-
termine the clustering center rapidly. After the cluster center
is determined, the number of network clustering can be
determined, and the noncluster central node can be divided
into the cluster where the cluster center is located.

Firstly, through Algorithm 1, graph clustering algorithm,
based on fast detection of central node, the input is network
G and the output contain k clustering C.
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,en, find the clustering center by Algorithm 2: the
clustering center algorithm finds out the clustering center,
specifically as shown in Algorithm 2.

In Algorithm 2, the input is network G and the local
density ρ and the comprehensive distance β of node i in
Algorithm 1. ,e output is the Cen of clustering central
node. In Algorithm 2 (1), the thresholds thrho and thbeta of ρ
and β are determined by characterizing the decision graph.
From (3) to (8), find all nodes with local density greater than
thrho and comprehensive distance greater than thbeta.
,rough Algorithm 2, the clustering center algorithm can
find the clustering center in the network only by traversing
the nodes in the network once. Nonclustering center node
clustering algorithm is used to cluster other nonclustering
central nodes (Algorithm 3).

,e input is network G, local density of all nodes and
comprehensive distance β, nonclustering central node U,
and clustering center Cen; the output is K clustering C. In
Algorithm 3, from (4) to (6), divide v into the cluster with the
closest clustering center in Cen. In (7), remove the non-
clustering central node that has been clustered from U and
determine whether the clustering is completed by judging
whether U is an empty set.

3. Results and Discussion

3.1. Data. ,rough its application on real networks (Karate;
Lesmis; Polbook; Netscience; andMetabolic) and comparing
module maximization algorithm (GN), spectral clustering
algorithm (Spectral), and early density–based graph clus-
tering algorithm (SCAN), the network clustering algorithm
based on the rapid detection of the central node can be
evaluated, and the main comparison indexes are selection

method (F1_score), module degree (Q), and performance
(Performance).,e algorithm is implemented in Python and
in order to avoid randomness, perform the runs 10 times.
Details are as shown in Table 1.

3.2. Comparison and Analysis. Firstly, apply CFCN algo-
rithm to Karate network to verify that CFCN algorithm does
not need to set the number of clustering before clustering.
Figure 1 shows the network topology and social network
structure. Set the truncation distance dc� 1, calculate the
local density ρi of each node i and the comprehensive
distance βi, and visualize it as the decision graph (Figure 2).
Nodes i and 34 in the decision graph are outliers, which have
greater local density and comprehensive distance compared
to other nodes, so they can be determined as the clustering
center. In the practical application of Algorithm 2, clustering
center algorithm, the threshold values thrho and thbeta need
to be determined. ,e threshold value range of clustering
centers 1 and 34 and other nodes can be determined by the
decision graph. Finally, Algorithm 3, nonclustering center
node algorithm, is applied to cluster other nonclustering
center nodes. As shown in Figure 3, the same shape (colour)
has the same clustering. ,rough the above examples, it is
found that the number of clustering is only related to the
network topology, with no need for setting in advance.

Secondly, apply the CFCN algorithm, GN algorithm, and
spectral algorithm to real social networks for comparative
testing and evaluate clustering quality through the perfor-
mance andmodule degreeQ to verify the higher efficiency of
CFCN algorithm. Set the parameter dc� 1; Table 1 shows the
comparison of the modularity and performance of CFCN
algorithm and other algorithms in social networks with
different structures. It can be found that although the GN

(i) Input: undirected unweighted graph G G � (V, E, W)

(ii) Output: k clustering C� {C1, C2,. . ., Ck}
(1) Calculate the local density ρ and the comprehensive distance β of the node in figure G

(2) Detect the clustering center by identifying the clustering center algorithm
(3) Divide the noncluster centers into appropriate clusters by nonclustering central node algorithm
(4) Return the clustering result C� {C1, C2,. . ., Ck}

ALGORITHM 1: Graph clustering algorithm based on fast detection of central node (CFCN).

(i) Input: undirected unweighted graph G � (V, E, W), local density ρ, and comprehensive distance β
(ii) Output: k clustering C� {c1,c2,. . ., ck}
(1) Determine the threshold thrho and thbeta by characterizing the local density ρ with the integrated distance β decision graph
(2) k� 0
(3) For each vertex i in G, perform
(4) If ρi > thrho and βi > thbeta, then
(5) k� k+ 1
(6) Set node i as the clustering center ck
(7) End if
(8) End for
(9) Return Cen� {c1, c2,. . ., ck}

ALGORITHM 2: Clustering center algorithm.
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algorithm in Polbook network module is better than CFCN
algorithm, spectral algorithm in Metabolic network per-
formance is better than CFCN algorithm, CFCN is superior
to other algorithms overall.

4. Conclusion

,is paper conducted an experimental research on graph
clustering algorithm based on fast detection of central
node. ,e following conclusions can be drawn from this
research.

,rough the calculation of local density and compre-
hensive clustering of nodes in the network, the clustering
center in the network can be found quickly and noncentral
nodes can be divided into the clustering center based on the
nearest neighbor principle, thus avoiding parameter limi-
tations such as the number of clustering to be set in advance
in the conventional classic social network detection
algorithm.

,e experimental comparison and analysis in the real
network indicate that the graph clustering algorithm based
on the fast detection of the central node is highly effective
and efficient.

Input: undirected unweighted graph G G � (V, W, W), local density ρ and comprehensive distance β, nonclustering central node U,
and clustering center Cen� {c1, c2,. . ., Ck}

(ii) Output: clustering result C� {C1, C2,. . ., Ck}
(1) Add ck to Ck
(2) While U≠ϕ, perform
(3) v � a vertex in U

(4) For each c ∈Cen, perform
(5) Join node v into the cluster to connect closer c
(6) End for
(7) Remove node v from U

(8) Return C

ALGORITHM 3: Nonclustering central node clustering algorithm.

Table 1: Data statistics.

Network Number of nodes Number of edges Average degree Number of clusters
Karate 34 78 4.589 2
Lesmis 75 252 6.595 4
Polbook 106 442 8.413 3
Netscience 378 912 4.827 8
Metabolic 453 2041 9.005 11
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Figure 1: Clustering results.
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Figure 2: Decision-making.
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Figure 3: Density-reachable.
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