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As a common and mature algorithm, the neural network algorithm has been widely used in many industries throughout the
country. +e traditional dialectical analysis method for multiple intelligences evaluation in comparative education cannot meet
the dialectical needs with different characteristics, the information big data model of multiple intelligences evaluation based on
neural network algorithm has been gradually applied to several evaluation systems of comparative education. +is paper studies
the application of neural network algorithms in the dialectical analysis of comparative education in China and puts forward
multiple intelligences evaluation model based on neural network algorithm, which can realize the intelligent evaluation of
comparative education according to the characteristics of teaching behavior. At the same time, the idea of random big data
acquisition is combined with digital feature analysis based on neural network algorithm and particle swarm optimization al-
gorithm. Finally, the experimental results show that the dialectical analysis model of comparative education based on multiple
intelligences evaluation of neural network algorithm can efficiently process the education data with tracking intelligence, which
achieves a new breakthrough in the multiple intelligences evaluation of comparative education in China and saves a lot of time for
the dialectical analysis process.

1. Introduction

It is a new branch in the field of educational science. +ere
are different opinions on what is comparative education.
Most comparative education scholars believe that we should
study the major international education problems in the
development of world education from the reality of various
countries, rather than conceive a formal theoretical system
of little practical significance from the abstract definition.
From the viewpoint and method of Marxism, the com-
parative pedagogy uses the viewpoint and method of dia-
lectical materialism and historical materialism to make
comprehensive use of relevant new science and technology
to study the current education in different countries, na-
tionalities, and regions in the world. On the basis of dis-
cussing their respective economic, political, philosophical,
and national traditional characteristics, this paper studies
some common characteristics, development laws, and

general trends of education and makes a scientific predic-
tion, so as to learn from each other’s strong points and make
up for their weaknesses according to their national char-
acteristics and other specific conditions, give full play to the
best role of education, and serve to improve the quality of
education and the people’s cultural and scientific level. +e
basic characteristics of comparative pedagogy are interna-
tional, which require comparative education. At least
comparative research should be carried out on the education
of more than two countries. It is cross-national, interna-
tional, and comparable. In international education, only by
comparison can we identify and only by identification can
we explore scientific conclusions in line with the objective
law as a reference for our country. Comprehensive or in-
terdisciplinary, the task of comparative pedagogy research is
to concentrate the achievements of several social disciplines
on the research of education in various countries. It spans
the scope of several disciplines.
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+e research on multiple intelligences evaluation in the
dialectic analysis of comparative pedagogy in China has
gradually become a hot topic in the field of comparative
education. With the development of the mobile internet
industry in China, the dialectic analysis methods of com-
parative pedagogy are increasing, which makes the intelli-
gent evaluation scheme also put forward new challenges in
terms of rapidity and universality [1]. +erefore, how to
solve the dialectical analysis model of comparative education
of multiple intelligences assessment has become an im-
portant challenge in comparative education industry re-
search in China. As of May 2021, many scholars have studied
different aspects of the dialectical analysis of comparative
pedagogy and have made many achievements. Scholars
found that in the process of dialectical analysis of com-
parative education, most scholars still adopt the traditional
questionnaire analysis method but ignore the authenticity of
the intelligent algorithm for data acquisition and processing.
+erefore, an intelligent data evaluation model based on the
genetic algorithm is proposed [2].

2. Related Work

+e scholars have proposed that the development of the
three-dimensional comparative pedagogy dialectical analysis
method should be emphasized [3]. +rough the intelligent
multielement evaluation system based on micro-nano
flexible sensor, the evaluation and construction based on
intelligent algorithm and evaluation method should be
strengthened, the multi-design and attention of intelligent
evaluation scheme should be improved, and the evaluation
quality of comparative education should also be paid at-
tention [4]. According to the multi-factor relationship
theory in comparative education, researchers propose a new
intelligent evaluation solution and analyze the relationship
between the traditional dialectic analysis field and the in-
tegrated solution of intelligent evaluation [5]. +e scholars
improved the evaluation method by combining the principal
component analysis and other relevant theories, con-
structing the intelligent evaluation system based on the
traditional particle swarm optimization, and explaining the
practical significance of the dialectical evaluation system
with the theory of modern analytical science [6]. Scholars
found that most of the existing researches have not involved
the dialectical analysis mode of comparative pedagogy based
on multiple intelligences evaluation and also did not carry
out modular processing of comparative pedagogy. Research
hotspot has not built relevant models for this aspect [7]. +e
scholars analyze from the convenience of comparative ed-
ucation. Because of the strong specific problems, they do not
have the rapidity, unity, and universality of the dialectic
analysis scheme in comparative education; therefore, it is
difficult to achieve the modular processing of dialectical
intelligence based on the characteristics of comparative
education data and comparative education [8]. Scholars
found that the mainstream dialectic analysis system of
comparative education has not developed to a very mature
stage of technology, and more is based on specific problems
or specific views of solution design [9]. Researchers found

that there are still many shortcomings in the error rate of the
comparative education model and the stability of relevant
algorithms in the market. +erefore, the comparative edu-
cation model based on a neural network algorithm is
adopted. +e results show that the model is in line with the
development trend of mobile internet [10]. In view of the
above research status, this study establishes a comparative
pedagogical dialectic analysis model of multi-agent evalu-
ation from the aspect of neural network algorithm.

+is research is divided into three parts. +e first part
introduces the basic idea and the application of neural
network algorithm and analyzes the application of neural
network algorithm in the establishment of a dialectical
analysis model of comparative education based on multi-
agent evaluation [11]. +e second part realizes the automatic
analysis of the dialectic analysis and quantitative evaluation
of comparative pedagogy and the intelligent processing of
the data of the automatic two-way comparative pedagogy
dialectic analysis. +en, the multiple intelligences evaluation
is realized through the data processing in the process of the
dialectical analysis of the relevant comparative education
[12]. +e third part studies the feasibility and practical
application effect of the dialectical analysis model of com-
parative pedagogy based on multiple agent intelligences
evaluation through design experiments.

3. Establishment of Multiple Intelligences
Evaluation Model Based on Neural
Network Algorithm

In order to study the factors that affect the establishment of a
multi-agent evaluation model, this paper proposes a multi-
agent evaluation model based on a neural network algo-
rithm. In the process of scientific research, it is necessary to
compare the complex factors and interference factors in the
dialectical analysis of pedagogy. +e neural network algo-
rithm (one of the local optimal algorithms) refers to the best
choice to solve the problem. +e typical neural network
structure is a forward network with three or more layers
without feedback and no interconnection structure in the
layer [13]. +at is, it does not consider the overall optimal,
what it does is the local optimal solution to some extent [14].
In the process of solving, the neural network algorithm
cannot get the overall optimal solution for all problems but
depends on the selection of neurons and neural nodes. +e
selected optimization strategy must have no effect; that is,
the process before a state will not affect the later state, only
related to the current state [15]. +e common types and
frameworks of the system in cloud computing and data
analysis are shown in Figure 1.

At present, the mainstream local intelligence analysis
algorithm is based on the basic principle of local optimi-
zation. After the dialectical analysis of quantitative evalua-
tion and comparative education, it selects the two-way
neural regulation and group processing of the local optimal
approach to form a locally optimal solution method with the
“best two-way interaction characteristics” [16]. Based on the
above analysis of the neural network algorithm, in the study
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of the coupling relationship between the comparative ed-
ucation and other factors, this model uses the neural net-
work algorithm based on the optimal ganglion point
structure and selects three characteristic parameters related
to the dialectical analysis and influence the index of com-
parative education. In this paper, a model of dialectic
analysis coupling relationship and analytic recognition of
comparative education based on neural network algorithm is
proposed [17]. +rough the research on the educational
value, educational level, integrity of teaching mode, and
teaching effect of comparative pedagogy, this paper clearly
defines the whole coupling relationship and the hierarchical
framework and index relationship of the analytical system.
+is paper evaluates the scientificity and objectivity of the
model from multiple perspectives, explores the establish-
ment of an intelligent multiple evaluation model from
multiple perspectives, and then classifies and analyzes the
characteristics of the analysis results after coupling analysis
combined with local neural network algorithm, to realize
intelligent evaluation.

4. Dialectical Analysis Model of Comparative
Pedagogy Based on Multiple
Intelligences Assessment

4.1. 'e Construction Process of Dialectical Analysis Model of
Comparative Education Based on Neural Network Algorithm.
In the process of studying the dialectical analysis model of
comparative pedagogy, the neural network algorithm will be
modified with the error reverse propagation, thus improving
the accuracy of target input pattern recognition. In this
mode, the algorithm can be used to improve the accuracy of
target input pattern recognition, and the comparative
pedagogy model of multi-agent evaluation based on neural
network algorithm is to self-study and realize the con-
struction of multi-agent evaluation on the basis of constantly
revised methods. +erefore, the neural network learning
method used in this neural network algorithm is called the
error reverse propagation algorithm, which is a learning
method of error function falling according to the gradient.
+e self-learning process based on neural network nodes is
shown in Figure 2.

+e process characteristics of the construction and
implementation of the multi-agent evaluation are based on

the random selection of the integrated comparative peda-
gogy in one aspect. +e neural network model we know is
not to distinguish the whole software to be evaluated but to
identify and judge the local evaluation module of the overall
comparative education needs, and the optimal comparative
pedagogy module is obtained, which meets the minimum
value of multiple intelligences evaluation of demand.
+erefore, for the comparative pedagogy model of multi-
agent evaluation, first, the specific numerical range of the
general requirements of comparative education required by
the neural network algorithm will be obtained by using the
big data information and intelligent processing of the his-
torical-comparative pedagogy process. +en, the neural
network algorithm is used to search for the optimal solution,
then, the multi-agent evaluation model with universal data
analysis is selected [18].

+e model of comparative pedagogy dialectic analysis
based on multi-agent evaluation based on neural network
algorithm mentioned in this paper can combine the
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Figure 1: Common types and frameworks of the algorithm.
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Figure 2: Self-learning process based on neural network nodes.
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traditional comparative pedagogy dialectic analysis with
the existing artificial intelligence comparative pedagogy
dialectic analysis link and carry out weight analysis and
treatment to different degrees. In this way, the relevant
bugs in the dialectical analysis process will be greatly
reduced. +is also shows that the higher the practical
adaptability of the dialectical analysis mode of this
comparative pedagogy is, that is, the process of data
analysis can be evaluated quickly and modularized
through the multi-agent evaluation process, then the
evaluation degree will become better with the multiple
self-learning of neural network algorithm. In the process
of dialectical analysis of comparative pedagogy, the
discriminant process of multiple intelligences assessment
can be used (the principle of discrimination is shown in
Figure 3).

Other neural network algorithms continue to gradu-
ally enlarge the search range that meets the minimum
demand value of modular processing in the target group
of the collective process to be evaluated, so as to achieve
accurate search in a certain type of data processing, and
then realize the batch processing and modular rapid
evaluation of this type of data analysis process [19]. In
addition, data multiple discrimination is to randomly
select two data from all the data to be evaluated and then
judge the information characteristics of the evaluation
demand degree [20]. +e process of “forward calculation
output-backpropagation error” is repeated many times
according to a certain probability until the error is re-
duced to an acceptable range, and the learning, training,
and judgment process of the multiple intelligences eval-
uation models of neural network ends with it; finally, we
can achieve the accurate dialectical analysis and quanti-
tative processing of comparative education.

+e comparative education demand model of multiple
intelligences assessment based on neural network algorithm
uses neural network algorithm for self-learning. +e
threshold value θj of each processing unit is set to simulate
the action potential of biological neurons, and the first
derivative f′(x) of its related function is as follows:

f′(x) �
−1

1 + e
−x

( 
2e

− x
(−1) �

−1
1 + e

−x

e
− x

1 + e
−x

� f(x)[1 − f(x)]

(1)

where x is the data to be measured and f(x) is the cor-
relation function.

+e first batch of target data to be evaluated is nor-
malized, and the normalization equation yn+k(x) is as
follows:

yn+k(x) � 
k−1

i�0
αiyn+i(x) + h 

k

i�0
βifn+i(x), (2)

where αi is the value before processing, αi is the value after
processing, and yn+k(x) is the sample function. +e input
layer data is imported into the first neural node of the hidden
layer for operation as follows:

y′ � λy,

y(x) � y0

⎧⎨

⎩ , (3)

where λ is a complex number, which is also called the
verification equation of the model, and its true solution is as
follows：

y(x) � y0e
λ(x− a) (4)

+e random probability model and neural network al-
gorithm are used to solve the problem; for different practical
problems, the results can be expressed as follows:

1 − hλβk( yn+k � 
k−1

i�0
αi + hλβi( yn+i, (5)

where αi is the value before processing, βk is the value after
processing, and yn+i is the extremum function. +e input
layer data λ is imported into the first neural node of the
hidden layer h for operation:

yn � r
n
. (6)

+ere are

1 − hλβk( r
n+k

� 
k−1

i�0
αi + hλβi( r

n+i
. (7)

Its equivalent form is

1 − hλβk( r
k

� 
k−1

i�0
αi + hλβi( r

i
. (8)

We call the above formula the characteristic confidence
solving formula based on probabilistic random variables and
their numerical characteristics. Remember

π(r; hλ) � 1 − hλβk( r
k

− 
k−1

i�0
αi + hλβi( r

i
. (9)

+e above formula is regarded as the limit characteristic
error degree in solving the probability distribution model.

Definition 1. Note h � hλ, for a given h, the root of a stable
polynomial needs to satisfy

rs


< 1, s � 1, 2, . . . k. (10)

In the process of dialectical analysis of related data in
different arrays, the different differentiation analysis process
is shown in Figure 4.

4.2.'eMulti Intelligences Evaluation Process of Comparative
Pedagogy Data Based on Neural Network Algorithm. +e
process of error backpropagation is the process of error
transfer from the output layer to the hidden layer [21].
Moreover, the correction error of each hidden layer pro-
cessing unit is generated by the combined effect of the
correction errors transmitted by different output layer
processing units [22]. Based on this, we need to carry on the
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initial processing to the computer program under the neural
network algorithm.

First, we need to consider the initial value problem in
comparative education, which can be solved by the following
formula:

dy

dx
� f(x, y),

y xo(  � yo.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(11)

In order to obtain its numerical solution on an equi-
distant scattered point x1 < x2 < · · · <xn < · · ·, it is first
discretized. Let h � xi − xi−1(i � 1, 2 · · ·) simplify the above
formula and solve it by distribution, and the following
formula can be obtained:

y xn+1(  � y xn(  + hy′ xn(  +
h
2

2!
y″ ξn( , ξn ∈ xn, xn+1( .

(12)

+en, when h is sufficiently small, the error term
h2/2y″(ξn) is omitted, the approximation of yn is used to
replace y(xn), the approximation of yn+1 is used to replace
y(xn+1), and y′(xn) � f(xn, y(xn)) is noticed:

y0 � y xo( ,

yn+1 � yn + hf xn, yn( , n � 0, 1, . . . ,
 (13)

Among them, xn � x0 + nh, h � b − a/N. +e method of
using (13) to solve the formula is called the multiple in-
telligences evaluation method based on neural network. And
in the neural network algorithm, the simulation results of
three groups of data are shown in Figure 5.

+is study combines the idea of big data random col-
lection and digital feature analysis based on neural network
algorithm and particle swarm optimization algorithm and
constructs the multiple intelligences evaluation bases in
random data collection and digital feature analysis rules by
simulating the “multiple neural node calculation rules” in
the process of “neural network” modeling and rendering.
+e effectiveness of the method is tested by random sim-
ulation of three groups of data, and the simulation results are
shown in Figure 6.

+e simulation results show that the formulation of the
strategy can effectively improve the collaborative work ef-
ficiency of probabilistic random variables in the process of
collecting and storing massive random data and can effec-
tively solve the problem of the computational complexity of
probabilistic random variables and their digital character-
istics in the process of dialectical analysis of comparative
education [23]. +erefore, if we use difference instead of
differentiation, we can get

y xn+1(  − y xn( 

h
≈ y′ xn(  � f xn( , y xn( ( . (14)

If we integrate y′ � f(x, y(x)) over [xn, xn+1], we get

y xn+1(  − y xn(  �  f(x, y(x))dx, (15)

where h is the disturbance factor and f(xn, y(xn)) is the
assignment function, the approximation of yn is used to
replace y(xn), and the approximation of yn+1 is used to
replace y(xn+1). +e tangent equation is
y � y0 + f(x0, y0)(x − x0). When x � x1, the approximate
value of y(x1) is y0 + f(x0, y0)(x1 − x0), and it is recorded
as y1. +is is the approximate common solution of calcu-
lating y(x1) when x � x1 is obtained.

In this process, different data types of comparative ed-
ucation are dialectically analyzed, and the data of three
groups are simulated. +e results are shown in Figure 7.
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5. Result Analysis and Discussion

5.1. Experimental Verification Process of Dialectical Analysis
in Comparative Education Based on Multiple Intelligences
Assessment. +e neural network trains it through the
training set, in which the training set data includes input
value and output value. Each time a datum is entered, the
weight of hidden layer nodes will be adjusted to make the
output value as close as possible to the expected value. After
a large amount of data training, the weights in the neural
network are continuously adjusted to achieve the best
weight. +e weight obtains sample knowledge in the form of
data and reflects the characteristics and the correlation of
sample data.

According to the neural network algorithm and the
intelligent analysis model of big data information based
on a variety of dialectical analysis needs of comparative
pedagogy, the experimental data are analyzed by pairwise
comparison. +rough the data processing of the opti-
mized neural network algorithm based on multiple
comparisons, the evaluation sample data of different
modules required by comparative pedagogy are obtained.
Unified orthogonal processing is implemented for the
unique vector data of each comparative education process
to realize the matching of initialization weight and a
minimum threshold of evaluation demand required by
the relevant neural network. +ree groups of experi-
mental data are tested, and the results are shown in
Figure 8.

+e experimental results are shown in Table 1. +e
data results in Table 1 show that the characteristic of this
multiple intelligences evaluation scheme based on big data
analysis and neural network algorithm is that it does not
need to track and judge the individual characteristics that
need to be dialectically analyzed in advance, but realizes
the modular processing of multiple intelligences evalua-
tion in the process of dialectical analysis of comparative
education based on neural network algorithm, it is a new
attempt in the process of dialectical analysis of compar-
ative education.

6. Analysis of Experimental Results

In this paper, the data to be evaluated and the evaluated data
are taken as the test objects, and the output image of the
relevant experimental results is shown in Figure 9.

+rough the analysis of the big data system of education
information, we can know that the necessity of the two
groups of data analysis is very different, and the experi-
mental data results of the dialectical analysis are shown in
Table 2.

+e data in Table 2 are optimized and updated based on
the neural network algorithm, and the results are shown in
Table 3.

+e experimental results show that the proposed
dialectical analysis model of comparative education based
on neural network algorithm and multiple intelligences
evaluation can achieve quantitative analysis with high
accuracy, and its analysis results have good reliability.
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Table 1: +e numerical results of example 1.

Method h Results Absolute error Relative error
3rd order 1/50 2.5671E− 033 2.6526E− 034 9.8230E− 002
3rd order 1/100 2.7236E− 033 2.9954E− 035 1.8750E− 002
4th order 1/50 2.6868E− 033 8.1123E− 036 3.2130E− 003
4th order 1/100 2.6791E− 033 5.0526E− 037 1.9541E− 004
5th order 1/50 2.6456E− 033 1.3350E− 036 4.8759E− 004
5th order 1/100 2.6754E− 033 3.8683E− 038 1.4352E− 005
6th order 1/50 1.4096E− 047 2.6776E− 033 1.4730E− 000
6th order 1/100 1.4754E− 047 2.7896E− 033 1.0457E− 000
7th order 1/50 6.7542E− 030 6.4435E− 030 2.9236E+ 003
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7. Conclusion

+is paper first reviews the current research status and
existing problems of the comparative education model of
multiple intelligences evaluation in the dialectical analysis of
comparative education in China, then puts forward the
dialectical analysis model of comparative education model
based on multiple intelligences evaluation, and finally tests
the effect of this model in the process of comparative ed-
ucation through experiments.+e experimental results show
that in the comparative education model based on neural
network algorithm, the model can quickly judge the dia-
lectical analysis needs of the data to be evaluated. +e results
show that the dialectical analysis model has a great im-
provement in the reliability of multiple intelligences eval-
uation, and the error between themodular processing degree
of comparative education and the normal known compar-
ative education degree is within the stable standard reference
range, the accuracy of the error has met the requirements of
the current process of comparative education. It can be
applied to the multiple intelligences assessment of

comparative education and can realize the modular pro-
cessing in the process of comparative education. However,
the dialectical analysis model does not consider other factors
of different types, so it can be further studied from the aspect
of accuracy error.
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+e data used to support the findings of this study are
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