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,e mobile screening of digital movies can fully take into account the viewing experience of scattered areas. As a public cultural
service system, it is playing a pivotal role. ,e consistency of the film screened with the tastes of the audience in the service area of
the screening team has largely affected the quality of rural public culture services. Traditional recommendation algorithms directly
use raw data to make predictions, leading to deviations in predictions.,is article draws on the principles of immune recognition,
clone selection, immune mutation, and self-adaptation of the artificial immune system to improve the recommendation effect of
single-type data, the recommendation effect of sparse data, and the recommendation effect of project cold start problems and
discusses the recommendation based on artificial immunity. For the single type of data, there are only positive samples, which
leads to the problem that the training results are all positive. ,is paper proposes a single-class recommendation algorithm based
on artificial immunity. ,e algorithm uses the positive and negative sample addition method proposed in this paper to add
positive and negative samples related to user selection, so as to effectively solve the problem of difficult definition of data negative
samples. ,en, the artificial immune network is used to cluster the users of various activities, reduce the size of the candidate
neighbor set, calculate the user’s nearest neighbor set, and give recommendations.

1. Introduction

On the Internet today, there are already some tools to help
users solve the problem of information overload, such as
search engines [1]. ,ese search engines help users provide
information filtering by entering keywords and keywords.
However, this method is not smart and efficient. In essence,
this search enginemethod is a passive service, and the service
method is for everyone [2]. What users provide is the same.
Traditional search engines cannot meet the user’s person-
alized and intelligent requirements. ,e recommendation
system is used to solve the problem of low intelligence and
low personalization of traditional search engines [3]. ,e
biggest feature of the recommendation system is that it can
automatically analyze user preferences and provide intelli-
gent recommendations for each user’s behavior. Many
business websites have already used recommendation sys-
tems to make recommendations for users. ,ere are many
applications in this area [4]. Companies such as Baidu and

Taobao use information such as user search history and
cookies generated by visiting websites to calculate the ad-
vertisements that each user may be interested in [5]. ,e
video website provides recommendations to users based on
the cookie information of the user’s browsing.

,e characteristics of a collaborative filtering algorithm
are strong interpretability, high recommendation accuracy,
and strong system adaptability [6].,e collaborative filtering
algorithm itself is not complicated, but the algorithms de-
rived from it are extremely extensive. For example, the
recommendation algorithm of matrix decomposition, this
type of recommendation algorithm decomposes users and
items into a form of multiplication of several hidden factors
and has the characteristics of high accuracy and good ap-
plicability in the course of use [7]. ,e artificial immune
system is an emerging computational intelligence technol-
ogy developed by researchers inspired by the biological
immune system to simulate its biological mechanism [8].
,e basic principle of the artificial immune algorithm is
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similar to the characteristics of finding similar neighbor sets
for users in the recommendation system, so it has very
important practical significance to introduce the artificial
immune algorithm principle and method into the recom-
mendation system [9]. ,is article will focus on the appli-
cation of artificial immune algorithms in recommender
systems. In the recommendation system, there are only
positive samples and no negative samples in single-type data
[10]. Traditional recommendation algorithms directly use
raw data to make predictions, leading to deviations in
predictions.,e reason is that there is a significant difference
between such data and scoring data. For scoring data, we can
judge and analyze the user’s preferences based on the scoring
results [11]. ,e user may not have viewed arrived or saw it
but did not arouse his interest [12]. In the process of the
recommendation algorithm, if you simply use the items
selected by the user for training, then a positive incentive will
be formed in this case, and the related reverse penalty will be
lacking, which will have a certain adverse effect on the
prediction. ,ere is a problem of bias [13].

,e application aspect has great significance. At the same
time, the artificial immune algorithm is a research hotspot
that has attracted much attention in the data field in recent
years. Its characteristics and characteristics help match data
in a large amount of data and can be well integrated with
recommendation algorithms to improve recommendation
effects. However, there are still some problems in the pre-
vious recommendation algorithms and insufficient appli-
cation of the principles and methods of artificial immune
algorithms. ,erefore, it is particularly critical to combine
the principles and methods of artificial immunity in view of
some of the problems in the previous recommendation
algorithms. In view of the sparsity of scoring data, traditional
matrix factorization recommendation algorithms often ig-
nore the changes in similarity before and after decompo-
sition. In response to the above problems, a matrix
factorization recommendation algorithm KNNSMF is
proposed that integrates similarity relationships. ,is al-
gorithm combines user similarity relationships with matrix
factorization algorithms in the decomposition process and
clarifies the relationship between similarity relationships and
predicted data. ,e similarity calculation is improved on the
basis of KNNSMF, and a matrix factorization algorithm
AISMF based on artificial immune similarity is proposed in
combination with the artificial immune principle method.
,e calculation scoring method of KNNSMF and AISMF is
improved, and a new compression prediction scoring
method is proposed to improve the recommendation effect.

1.1. Collaborative Filtering Recommendations for Movies.
For the recommendation process of this type of recom-
mendation algorithm, the most basic data is the user-item
rating matrix R(m, n). In the analysis, for the convenience of
processing, suppose it contains a set of users
U � u1, u2, u3, . . . , un , there are n users in the set, and
suppose it contains a set of items I � i1, i2, i3, . . . , in , there
are n items in the set [14]. In this case, the scoring matrix can
be described by the following expression:

R(m, n) �

u11 . . . u1n

. . . . . . . . .

um1 . . . umn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

As shown in Figure 1, the recommendation process of
this algorithm is described in detail.

,is algorithm can also be divided into user- and item-
based algorithms according to the content. In the specific
operation calculation, the similarity between users or items
needs to be calculated, and the project score prediction is
established on this basis [15].

In the 1990s, GroupLens established this kind of algo-
rithm and discussed its application in the process of research
in this area. ,e corresponding steps of this algorithm in the
recommendation process are as follows.

,e first step is to determine the similarity matrix of
different users and then process the matrix to determine the
KNN set [16]. According to the common scoring items of the
two users, the similar information of the users is determined.
In this analysis process, the scoring vectors of the users u and
v are set as Iu and IV, and the similarity of the users can be
determined by the following algorithm. Cosine similarity:

S(u, v) �
Iu × Iv

Iu


 × Iv



. (2)

Here, rui and rvi are the ratings of two different users for
the i item. In this method, the cosine of the angle between the
two vectors needs to be determined [17]. ,e corresponding
operation is simple and the calculation amount is small. ,e
traditional cosine similarity does not perform well in public
ratings and needs to be improved. ,e improved formula
expression is as follows:

S(u, v) �


n
i�1 Ii(r − u) × Ii(r − v)

Iu


 × Iv




. (3)

In the process of similarity calculation, the similarity of
users can also be described specifically based on Pearson’s
correlation coefficient. ,e specific expression is as follows:

S(u, v) �


n
i�1 Ii(r − u) × Ii(r − v)

������������


n
i�1 I

2
i (v − u)

 . (4)

Here, the set of items scored by u is Iu, and the set of
items scored by v is Iv. In this case, the set of scores shared by
the two can be described as follows:

|I(u − v)| � Iu ∩ Iv. (5)

Based on the above calculation results, the related
similarity matrix Susers can be established as follows:

S �

s11 . . . s1n

. . . . . . . . .

sm1 . . . smn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (6)

and Susers is a symmetric matrix, which is as follows:

Iu ∩ Iv � Iv ∩ Iu. (7)
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After determining this matrix, the KNN set of theK users
with the highest similarity to the current user can be de-
termined through it, and this set can also be described by
other sets. ,e second step is to estimate the project score
[18]. Calculate the final prediction score through the cal-
culated KNN set and finally give recommendations based on
the prediction score. Based on the KNN of user u, the related
prediction algorithm is as follows:

pi � Ru +


n
i�1 Ii(r − u) × Ii(r − v)

������������


n
i�1 I

2
i (v − u)

 . (8)

In the filtering process of this algorithm, the user’s rating
of the target item is determined mainly based on the current
user’s rating information of similar items of the unknown
item. In this analysis process, it is based on the following
assumption, that is, for the same user, he will choose an item
that is highly similar to the item he has selected [19]. In the
calculation process of this type of algorithm, it first deter-
mines the similarity of the items based on the information
related to the user-item score matrix, then builds the sim-
ilarity matrix based on the obtained results, and at the same
time determines K neighbors that meet certain similarity
requirements projects, then predict the user’s rating of the
target item based on the corresponding current user’s rating
information for the unknown item, and then determine the
top N items with higher ratings and recommend these to the
user, that is, a recommendation list is formed. Further
analysis shows that the training and learning of the corre-
sponding model will take a lot of time, which will affect the
timeliness of the calculation.

First, select the relevant similarity algorithm to deter-
mine the similarity of the items and build the corresponding
KNN set on this basis. ,e users determine the similarity of
the items according to the common ratings of the items. Let
the rating vector of items i and j be u:

S(u, v) �


n
i�1 rui × rvi������������


n
i�1 r

2
i (v − u)

 . (9)

In the process of describing the similarity of items,
different types of methods can be selected. ,en determine
the user group to which the user to be recommended be-
longs, use this group as the initial artificial immune network,
and perform coding and other tasks at the same time.

,e simple evaluation method is not very reasonable in
terms of scoring standards, and the modified cosine simi-
larity effectively eliminates this problem and can be better-
described analysis; the corresponding calculation expression
is as follows:

S(u, v) �


n
i�1 rui − R(  × rvi − R( 

������������


n
i�1 r

2
i (v − u)

 . (10)

From the overall analysis, it can be seen that recom-
mendation is divided into classification or prediction
problems. And this algorithm is mainly based on related data
mining and machine learning methods in the processing
process, and on this basis, a corresponding score prediction
model is established, and then predictive evaluation is
performed through it. Based on this model, the score of
unknown items is predicted [20]. ,e result obtained is
recommended to the user to meet the user’s application
requirements. ,is algorithm can effectively solve the
sparsity problem of the original data in the recommendation
process. ,is type of recommendation algorithm has a wide
range of categories, and a reasonable choice can be made
according to the needs, so as to better meet the relevant
application requirements. ,is type of algorithm first needs
to study the data and build the model according to the
sparseness or other characteristics of the data, and the es-
tablishment process may have to be done offline. ,is al-
gorithm also has certain shortcomings, that is, poor
explainability; related recommendations also lack a clear
theoretical discussion; and the principle of the algorithm is
not clear. Based on the above theory, researchers have
proposed some model-based recommendation algorithms
such as cloud-basedmodels and user preference models [21].

In the recommendation process in this aspect, the
corresponding bipartite graph can be obtained through the
original recommendation data. ,e nodes represent users
and items, and users and items are connected by edges, and
the user’s rating of the item is the weight of the edge. ,e
recommendation can be achieved based on this diagram, as
shown in Table 1.

In practical applications, it is difficult to meet the ap-
plication requirements in different situations through a
single algorithm. For this reason, some scholars combine
different types of recommendation algorithms in the re-
search process to form a hybrid recommendation algorithm,
which can achieve the effect of “learning from each other. A
combination recommendation is to appropriately combine
different types of recommendation algorithms to obtain an
algorithm that meets the recommendation requirements. In
the specific combination process, there are many different
combination methods for different recommendation algo-
rithms, and there are obvious differences in the corre-
sponding adaptability under different combination
situations [22]. In the specific application process, the

All users who generate playback
behavior in a single time period window

K users K users K users

Parition_1 Parition_2 Parition_N

User distribution

Personalized recommendation

Movie sequence queue

Clustered distribution

Figure 1: Collaborative filtering recommendation process.

Scientific Programming 3



number of users and items of the recommendation system is
extremely large, so this matrix has obvious missing scoring
problems, somany data in thematrix are missing. According
to the experience in this area, the sparsity of this kind of
matrix may reach 99% under normal circumstances, so its
corresponding sparsity has reached a very high level.

1.2. Single Recommendation for Artificial Immunity.
,ere are generally two types of data involved in the rec-
ommendation system, namely, scoring data and single-type
data.,e single-type data contains only 0 and 1 data, and the
scoring data is distributed in a certain scoring interval, such
as the scoring interval of [1, 5]. When the recommendation
algorithm solves a single-class problem, the following
problems need to be considered: first, the problem of
sparseness, that is, there is little information related to user
selection. In this case, the data cannot be extracted effec-
tively, which is a problem for further applications [23].
Second, in the single-class problem, the relevant negative
samples are missing so that there is no negative effect in the
training process of the project so that the results obtained are
not distinguishable [24]. ,erefore, for this kind of problem,
how to add positive and negative samples for training in
unmarked items is the research focus:

(1) For a user, select all unselected items as a negative
sample.

(2) Sample uniformly from the items they have not
selected and then regard these as negative samples.

(3) Evenly collect items that it has not been selected as
negative samples. During the sampling process, it is
necessary to ensure that the number of positive and
negative samples is basically the same.

(4) Perform the same sampling but mainly collect some
unpopular items during the sampling process; the
first method processes too many negative samples,
and the corresponding calculation complexity is also
very high, so it does not meet the actual application
requirements. ,e other sampling methods have
certain advantages and disadvantages, and there is
still room for improvement in these sample ex-
traction methods.

,is system is formed by simulating and abstracting the
biological immune system and has been widely used in the
field of intelligent analysis and classification. ,e compo-
sition and structure of this system are analyzed and de-
scribed below. Immune organs can be divided into two

categories, namely, central and peripheral immune organs.
,e former are mainly bone marrow and thymus. ,e bone
marrow among them can be stem cells.

Each axis in this space specifically expresses the relevant
measurement methods. In the case of L-dimensionality, its
related morphology can be represented by point S. In this
research process, the character string is selected to describe
the related molecular morphology. In this case, there is a
certain correlation between the relevant immune cell at-
tributes and the corresponding spatial characteristics of the
model. In order to achieve accurate identification, the area of
immune cells in this space should meet the requirements. In
Figure 2, a region with a volume of V exists in the mor-
phological space S, and X is the shape complementary re-
gion. In the analysis process of this model, the premise is that
the antibody can recognize epitopes that meet certain
complementary requirements in a certain interval nearby.
,e experimental results show that the artificial immune
algorithm can achieve better recommendation effects than
other traditional single-class problem recommendation al-
gorithms when facing single-class data.

,e algorithm proposed in this section is divided into
two stages, offline and online. ,e purpose of this is twofold:
the first is to improve the recommendation speed of the
recommendation system, and the second is to divide users
into active users and inactive users. Recommendations can
also improve the accuracy of recommendations to a certain
extent. In the specific recommendation process, the purpose
of the recommendation can be achieved based on the in-
terest cluster of the corresponding target user. In the offline
stage, the center of the three types of user groups must be
determined, and then all users are divided into three types,
defined as T0, T1, and T2, respectively, representing active
user groups, more active user groups, and inactive user
groups; t0, t1, and t2 are the center of T0, T1, and T2, re-
spectively; and the center of the three types of user groups
must meet the following conditions:

Condition 1. Let U be the set of all users:

T0 � t ∈ U|N(t)≥ a{ }, (11)

T2 � t ∈ U|N(t)≥ β . (12)

Here, N(t) represents the number of ratings made by the
user, a represents the number of user ratings that are more,
and b represents the number of user ratings that are less.
,erefore, T0 represents a more active user group, and T2
represents an inactive user group.

Condition 2. In order for each collective user center to be
more representative of the characteristics of users in this set
and to have a higher degree of discrimination, let t0 and t2 be
denoted as the users with the most ratings in the two sets of
U0 and U2, respectively. ,e T1 user group does not need to
be calculated, and all users excluding active users and in-
active users are left as more active users. t1 is the user with
the most user ratings in the T1 user group. ,e center t0 of

Table 1: Original matrix.

u i1 i2 i3
u1 3 4 2
u2 4 5 4
u3 6 6 2
u4 3 4 4
u5 0 2 5
u6 1 0 7
u7 2 0 6
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the active user group T0 can be determined by the following
formula:

t0 � max t ∈ U|N(t)≥ β . (13)

In the offline stage, users are divided into three cate-
gories: active users, inactive users, and more active users.
,ey can be expressed as follows:

v � v11, v12, . . . , v1n . (14)

In the online phase, first, determine the group to which
the target user belongs and cluster the group into multiple
user classes as follows:

v � vn1, vn2, . . . , vnn . (15)

Initialize the antibody network using the user center of
the cluster where the group is located as follows:

v1c � Ab1, v2c � Ab2, . . . , vnc � Abn, (16)

Ab1, Ab2, . . . , Abn ⇒AB. (17)

Calculate the similarity between the antibody and the
antigen as follows:

p �


n
i�1 Ii(r − R) × Ii(r − R)
�������������������


n
i�1 I

2
i (v − u)

������


n
i�1 u

2
i

 .
(18)

After that, the similarity between the antibody and other
antibodies in the antibody network needs to be calculated,
and the calculation method is the same. Calculate the
concentration of candidate antibodies as follows:

dv

dt
� kpv +

�����������

i�1 n1 + N( 



N
k
2
. (19)

After obtaining the user’s neighbor set, use the following
formula to calculate user u’s prediction score for a specific
item i:

pui � R +
i�1

�������������
s(u, v) ×(r − R)

3


r − R
. (20)

1.3. Database Construction. ,e algorithm mainly initializes
the artificial immune network. In the process, the initial
processing of the original user set is completed, and the users

are divided into three types of users based on the mea-
surement of activity: active users, inactive users, and more
active users. In order to pass the recommendation process of
the artificial immune network, the process continuously
screens neighboring users similar to the target user in an
iterative manner and finally forms the user’s nearest
neighbor set.

Figure 3 is a framework diagram of a single-class
recommendation algorithm based on artificial immune: the
first is the offline stage, the original data are reconstructed
with positive and negative samples; then the user group is
divided into three types of user groups and classified. ,e
results are stored to provide certain support for subsequent
applications so that the number of candidate neighbors
after processing is also significantly reduced, which has a
certain promoting effect on the fast recommendation. In
the second stage, the online recommendation is performed.
In this process, two operations are required. One is to select
all the central users in the preference group related to the
target user, that is, as the initial candidate neighbor set, and
then this neighbor set is recombined to form a new anti-
body network for iterative calculation. According to the
initial results, several cluster centers are determined, which
are more similar to the user’s interest. All such users form a
new set of candidate neighbor users; in the subsequent
operations, these users are regarded as a new antibody
network, and on this basis, iterative and repeated opera-
tions are performed until the target nearest neighbor is
determined. ,en, based on this result, the target user’s
score is predicted and analyzed, and recommendations are
given.

,e experiment used the CiteULike data set, which was
obtained from the movie screening resource sharing website
1. It is obviously different from ordinary movie resources.
Users can submit relevant information by themselves and
can mark papers they are interested in. In the specific ap-
plication process, the system can generate a network of users
and papers based on user behaviors. And then recommend
movies that users might be interested in. ,e CiteULike data
set we finally crawled contains 7,256 user interaction records
for 19,464 items. Document information related to users is
recorded in this database. Table 2 shows the five records
intercepted from the data.

In the algorithm proposed in this paper, the selection of
the number of different nearest neighbor users N has a great
influence on the effect of the algorithm. ,e experiment in
this paper is carried out under the number of nearest
neighbor users 10–40. ,e reasons for not considering the
number of nearest neighbor users exceeding 40 are as
follows:

(1) When the number of nearest neighbors exceeds a
certain level, the correlation between neighboring
users and the target user is small, and too many
neighbors will make the recommended results de-
viate from the user’s preferences.

(2) ,e excessively large number of neighbors leads to a
large increase in the computational cost of each it-
eration, resulting in a decrease in recommendation

contact

Film description definition

Movie encoder

Local description cluster

Cross

Cross

……

Data
settled

Cross network

Movie framesneighbor selection

Figure 2: Schematic diagram of neighbor selection.
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efficiency. ,e reason why the number of nearest
neighbor users less than 10 is not considered is:
through experiments, it is found that when the
number of nearest neighbor users is about 10, the
final recall rate of the recommendation has reached a
relatively low level. When the number of nearest
neighbor users is less than 10, the recall rate is less
than 0.4, that is, when the number of nearest
neighbor users is less than 10, the recommendation
effect is extremely poor, so it is not considered.

Figure 4 shows the recall rate of the algorithm proposed
in this section under different nearest neighbor users, where
N is the number of nearest neighbor users. In this experi-
ment, users with π < 20 are supplemented with positive
samples (the value of π has been demonstrated in the lit-
erature), and the proportion of negative samples µ� 15. It
can be seen from the figure that the recall rate is the largest
when N� 20, that is, the algorithm achieves the best effect.
When N� 10, the recall rate is the lowest. When the value of
N exceeds 20, the recommended effect gradually decreases as
the value of N increases. Selecting different nearest neighbor
users represents the degree of mining the similarity of
neighbor users. ,e number is equivalent, and the selection
of different nearest neighbors has a greater impact on the
recommendation accuracy, which also illustrates to a certain
extent that the algorithm we proposed can effectively mine
the hidden information of the data set.

2. Results and Analysis

2.1. 1e Influence of the Number of Viewers on the Recom-
mendationEffect. One of the important aspects of the single-
class recommendation algorithm based on artificial immune

Frames Interest store

Interest
metadata

Feature
index

Interest
structure

Feature
vector

Interest topicsInterest rules Semantic Analysis

Interest
index

Recommended interest

Basic Information
Base

Interest feature
library

Communication between the transmission layer and the perception layer

Interest
association Visit interest

Register

Custom made Interest
download Navigation Interest query

Figure 3: OCAIS algorithm framework diagram.

Table 2: Mobile movie data sheet.

Movie category Field type Collection time Remark
ID Int (id) 2021-xx-xx Numbering
Movie_no Input_(number) 2021-xx-xx Pattern number
Movie_name Input_(name) 2021-xx-xx Content theme
Movie_type Input_(type) 2021-xx-xx Manifestations
Movie_actor Input_(actor) 2021-xx-xx Composition form
Movie_actress Input_(actress) 2021-xx-xx Organizational form
Movie_time Input_(time) 2021-xx-xx Cultural belonging
Movie_on-off Input_(turning) 2021-xx-xx Decorative part

2 4 6 8 10 12 14 160
Nearest user N

0

10

20

30

40

50

Re
ca

ll 
(%

)

µ=15
µ=20

Figure 4: ,e influence of different N on the recommendation
effect of the algorithm.
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proposed in this paper is the processing and selection of
positive and negative samples. ,e most important pa-
rameter in this process is the ratio of positive and negative
samples. ,e results are shown in Figure 5 below. When σ is
small, there is a certain positive correlation between σ and
the recall rate. ,e recall rate is the largest near σ � 20, and it
will continue to decrease after σ > 20. Specific analysis shows
that the reason is that the negative sample exceeds a certain
level, which will affect the tendency of the training result to
be negative and reduce the discrimination of the recom-
mended result. ,e specific analysis shows that the reasons
are as follows: first, the information of the positive samples is
appropriately increased based on the similarity so that the
sparsity of the data is also significantly reduced, and then
new obtained training samples are obtained.

Too low σ will bias the data set to positive, resulting in
the data not being able to effectively represent the user’s
choice intention. ,rough the above experimental results,
we can know that the choice of σ needs to be based on the
actual situation of the data set. Not only will too high σ affect
the recommendation accuracy, but as the value of σ in-
creases, the number of samples that need to be trained also
greatly increases, resulting in computational cost Increase.
When σ is low, the algorithm proposed in this paper is not
very distinguishable from the algorithms proposed by the
predecessors.When the value of σ tends to be reasonable, the
performance of the algorithm proposed in this paper is
significantly better than the algorithm proposed by the
predecessors. At the same time, regardless of the value of σ,
the algorithm proposed in this paper is better than the al-
gorithm proposed by the predecessors.

As shown in Figure 6, the positive and negative re-
construction algorithm proposed in this paper is applied in
the process of processing the original recommended sam-
ples, and the positive samples are supplemented for users
with π < 20. ,e ratio of the two is σ � 15. ,e experimental
results show the four algorithms. Among them, the algo-
rithm that achieves the best recall rate is the algorithm
proposed in this paper.,e algorithm proposed in this paper
improves the AZAN and AZAU algorithms by about 30% to
35%, and it improves the algorithm proposed by Rong et al.
by nearly 10%. ,e improvement of the recommendation
effect proves the effectiveness of this algorithm in the
processing of positive and negative samples and the ac-
quisition of neighboring user sets.,e effect of the algorithm
proposed in this paper is better than that of the previous
ones. It is more balanced in terms of positive and negative
and can better reflect the characteristics of users’ ratings.,e
second is to cluster active groups and categorize and rec-
ommend them, and the neighboring users obtained through
artificial immune network iteration can better represent the
potential interests of the target users.

,e number of users and items facing the recommen-
dation system is very large. When recommending through
the recommendation algorithm, it needs to be applied to the
related user-item score matrix. ,is matrix is of great sig-
nificance to the operation of the algorithm and can be
regarded as its related prerequisites. ,e number of users
and projects in practical applications is huge, and with the

passage of time, this number is increasing exponentially.
Affected by this sparsity, the effect of the recommendation
algorithm is also very poor. ,erefore, in this analysis
process, sparsity issues need to be considered. Many scholars
have studied to solve the problem of the impact of data
sparseness on the recommendation results from different
angles and have given many related improvement measures.
,e recommendation algorithm based on matrix factor-
ization is a commonly used method for processing sparse
data. It recommends by learning a low-dimensional ap-
proximate matrix. However, traditional matrix recom-
mendation algorithms often ignore the change relationship
of similarity between users before and after decomposition,
as shown in Figure 7.

3. Analysis of Experimental Results

When the value of µ is approximately equal to σ and σ � 4.5,
both RMSE and MAE reach the minimum, that is to say,
when s� 4.5, both algorithms achieve the best results. When
the value of σ is greater than µ and µ� 4.5, the MAE and
RMSE calculated by the two algorithms show an upward
trend, and the increase is obvious. In the offline stage of the
algorithm in this chapter, the project scores are clustered
into three categories. In the clustering process, there are two
important parameters, σ and µ. ,e values of these two
parameters can determine how much the three types of
groups absorb the number of scores. In this experiment, first,
set σ as a fixed value of 1.5 to study the influence of different
µ on the experimental effect and then set µ as a fixed value
according to the experimental results to study the influence
of different σ on the experimental effect. ,e experimental
algorithm in this section uses CRS and SMS. Two item
similarities are recommended when σ is set to a fixed value of
1.5 and a different µ. ,e number of candidate neighbor sets
in the artificial immune process is set to N> 20, as shown in
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Figure 5: ,e influence of the ratio of positive and negative
samples on the recommendation effect.
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Figure 8. ,e experiment recommends the use of MAE and
RMSE as the evaluation criteria for the effect.

,e number of projects faced by users in the same
scoring system and the number of projects they have actually
contacted are huge. Differences, so this matrix has obvious
missing scoring problems, so many data in the matrix are
missing. ,is kind of sparsity affects the correlation of the
recommendation algorithm at each stage of calculation and
evaluation and leads to different sparsity problems.

,rough the above experimental results, we can con-
clude that when the value of σ is fixed, the best value of µ is
about µ� 4.5. For the artificial immune recommendation
algorithm using CRS and SMS when the value of σ is in the
range of (1.5, 4.5], as the value of σ increases, the MAE and
RMSE calculated by the two algorithms decrease

continuously. It is basically consistent with the decreasing
trend and magnitude of MAE. At the same time, we also
observe that regardless of the value of μ, the performance
effect of the artificial immune recommendation algorithm
using CRS the same. It is better than the artificial immune
recommendation algorithm using SMS, and the closer the
value of µ is, the greater the difference in performance
between the two algorithms. When µ� 4.5, the artificial
immune algorithm using CRS is better than the artificial
immune algorithm using SMS. ,e effect is improved by
about 22%. ,is experiment proves that the artificial im-
mune algorithm using CRS can significantly improve the
effect of the artificial immune algorithm using SMS, and the
optimal value of µ for the algorithm is µ� 4.5, as shown in
Figure 9.

Recommendation algorithms have made great strides in
both the computer world and the business world. In the field
of computer research, the American Computer Association
holds conferences on related recommendation systems every
year. At the conference, researchers will publish many pa-
pers related to this system, which will play a very good role in
promoting the development of recommendation algorithms.
At present, the recommendation system has developed into a
multimethod, multipurpose, multifield research discipline.
In recent years, quite a few companies have made their data
sets available to researchers for free use and held recom-
mendation algorithm competitions for these data sets. For
example, the recommendation system competition held by
Netflix attracts a large number of recommended research
enthusiasts every year. ,ese competitions also promote the
research of the recommendation system to a certain extent.
In these competitions, many new methods and more
practical algorithms have appeared every year, which greatly
promotes the research of recommender systems. ,e most
famous matrix factorization recommendation algorithm is
spread and promoted through competitions. In the business
world, the application fields of personalized
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recommendation methods are also expanding. At present,
the commonly used fields in this area include: e-commerce,
new media, information subscription, social media, and so
on. ,e practicability of the personalized recommendation
has been widely recognized, and many recommendation
websites with strong personalization characteristics have
been produced on this basis. In this development process,
the performance of the recommendation system is also
constantly improving.

4. Conclusion

Recommendation systems are currently widely used in the
field of e-commerce. With the increasing number of users
and increasingly diversified projects, the amount of data in
the recommendation system has increased sharply, which
will inevitably bring about the increase in the amount of
single-type data, the increase in data sparseness, and the
problems of cold start. ,erefore, it is necessary to improve
the recommendation effect of the recommendation algo-
rithm while ensuring the diversity and characteristics of the
original data as much as possible.,e application of artificial
immune methods and principles can effectively mine the
potential connections of data and is suitable for finding
similar data from massive amounts of data. Based on the
statistical data of basic film information, film ordering in-
formation, screening information, and screening team in-
formation, this paper establishes a film recommendation
model for film subscribers and proposes a new hybrid
recommendation algorithm, which is combined with the
association rule mining algorithm to construct a flow show
movie recommendation engine to realize movie recom-
mendation. ,is article draws on the principles of immune
recognition, clone selection, immune mutation, and self-
adaptation of the artificial immune system to improve the
recommendation effect of single-type data, the

recommendation effect of sparse data, and the recom-
mendation effect of project cold start problems and discusses
the recommendation based on artificial immunity. For the
single type of data, there are only positive samples, which
leads to the problem that the training results are all positive.
,is model can be used to evaluate the performance of the
immune system. In this space, each antigen has a different
position, and in the case of any slight change in the shape,
the corresponding antigen position will also change.
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Setúbal, Portugal, February 8-10, 2021.

[16] R. Luss, P.-Y. Chen, A. Dhurandhar et al., “Leveraging latent
features for local explanations,” in Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining,
pp. 1139–1149, Virtual Event, Singapore, August 14 - 18, 2021.

[17] S. Zhang, T. Minav, M. Pietola, H. Kauranne, and J. Kajaste,
“,e effects of control methods on energy efficiency and
position tracking of an electro-hydraulic excavator equipped
with zonal hydraulics,” Automation in Construction, vol. 100,
pp. 129–144, 2019.

[18] R. Ding, J. Zhang, B. Xu, M. Cheng, and M. Pan, “Energy
efficiency improvement of heavy-load mobile hydraulic ma-
nipulator with electronically tunable operating modes,” En-
ergy Conversion andManagement, vol. 188, pp. 447–461, 2019.

[19] R. Ding, J. Zhang, B. Xu, and M. Cheng, “Programmable
hydraulic control technique in construction machinery: sta-
tus, challenges and countermeasures,” Automation in Con-
struction, vol. 95, pp. 172–192, 2018.

[20] R. Ding, M. Cheng, L. Jiang, and G. Hu, “Active fault-tolerant
control for electro-hydraulic systems with an independent
metering valve against valve faults,” IEEE Transactions on
Industrial Electronics, vol. 68, no. 8, pp. 7221–7232, 2021.

[21] Z. Quan, L. Ge, Z. Wei, Y. W. Li, and L. Quan, “A survey of
powertrain technologies for energy-efficient heavy-duty
machinery,” Proceedings of the IEEE, vol. 109, no. 3,
pp. 279–308, 2021.

[22] L. Ge, L. Quan, X. Zhang, Z. Dong, and J. Yang, “Power
matching and energy efficiency improvement of hydraulic
excavator driven with speed and displacement variable power
source,” Chinese Journal of Mechanical Engineering, vol. 32,
no. 1, pp. 1–12, 2019.

[23] R. Ding, M. Cheng, S. Zheng, and B. Xu, “Sensor-fault-tol-
erant operation for the independent metering control sys-
tem,” IEEE, vol. 26, no. 5, pp. 2558–2569, 2021.

[24] Z.-m. Tong, S.-s. Wu, S.-g. Tong et al., “Energy-saving
technologies for construction machinery: a review of electro-
hydraulic pump-valve coordinated system,” Journal of Zhe-
jiang University - Science, vol. 21, no. 5, pp. 331–349, 2020.

10 Scientific Programming


