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With the development of computer science and information technology, human society is gradually stepping into the Internet and big
data.&emedical and health industry can realize the integration and readjustment of existing resources, improve the operation efficiency
of the industry, and tap the huge potential of the industry with the support of big data technology. However, the medical data in the new
era has the characteristics of massive, high latitude, complex structure, and complex information, which is not conducive to the direct
classification of health data.&e preprocessing of health data can improve the quality of dataset, reduce the size of data, and improve the
efficiency and accuracy of data classification. Based on this and according to the characteristics of health dataset and the existing
pretreatment technology, this paper analyzes and improves the algorithm of abnormal data detection and data protocol in the process of
reprocessing data cleaning.&is paper analyzes and studies feature selection algorithms based onBayesian inference algorithm and focuses
on feature selection algorithms based on random forest. In order to solve the problem that the original algorithm ignored the relationship
between the importance degrees of each feature in a single tree, a feature importance degree calculationmethod based on local importance
degree was proposed. &rough experimental analysis and comparison, the improved algorithm can select better feature subset and
improve the performance of the classification model.&en, TAN classifier, BAN classifier, andMBN classifier were constructed based on
preprocessed hypothyroidism data, and the performances of these four classifiers were compared through experiments. &e final results
show that BAN classifier has the best average classification effect.

1. Introduction

With the development of computer science and information
technology, people havemore andmore opportunities andways
to get in touch with the Internet, and more and more network
data are generated [1]. &e massive increase and diversity of
network data in the new era bring challenges to data analysis. In
order to overcome the above difficulties, data mining tech-
nology emerges at the historic moment. Data mining is to
discover the latent rules or knowledge which is not easy to be
obtained directly through data observation from the massive
data containing noise information redundancy or information
loss data. Data mining has become one of the important di-
rections of the development of contemporary computer science.
&e development of health and medical informatization is

highly related to the development of computer technology
[2, 3]. &e development of computer technology and the
popularization of computers in medical institutions bring a
revolution to medical informatization [4–6].

However, medical big data and other types of big data have
similar but different problems; that is, there is a large amount of
missing data and there are a large number of repeated data
outliers in the data, resulting in low data quality and seriously
affecting the effect of data mining. In the medical field, there are
various types of data, such as basic information, for example,
medical treatment information, hospitalization information,
physical examination information, and medical insurance in-
formation, and the data access mode is changeable [7]. For
example, the common medical structure information input is
uploaded to the cloud platform through intelligent testing
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equipment and APP. Due to the different data structures of
different information and different input methods and platform
design, the structure of medical data is different, and many
health data used in datamining have existed formany years; due
to the input storage integration process error, which makes the
situation of dataset more complex, the original data directly
used in data mining will bring a large error, and it is difficult to
meet the needs of products and applications [8–12].

Health big data copies the doctors on the infinite re-
sources of high quality, make the limited distribution of
medical resources in a more reasonable manner, and pro-
mote the grading clinical therapy to make it more reason-
able.&rough the analysis of large data on health at the same
time, government agencies can realize rational pricing of
drug products [13], discover the epidemic disease, and take
relevant preventive measures [14, 15].

&erefore, semisupervised learning enhances the per-
formance of learning assumptions by using labeled data and
unlabeled data at the same time [16–19]. &e initial as-
sumptions are usually learned from labeled data and then
updated and strengthened by unlabeled data information to
complete the improvement of model performance. A
semisupervised learning is actually a supervised learning and
unsupervised learning in a compromised way; at the same
time it combines the advantages of supervised learning and
unsupervised learning, uses a lot of unlabeled data to help
improve learning model in a small amount of labeled data
generalization ability, and has become a current hot spot of
machine learning field. More and more researches focus on
semisupervised learning (SSL) [20–23].

2. Related Works

In the middle of the 20th century, after medical informa-
tization started, machine learning technology gradually
penetrated into the medical industry with the increasing
popularity of Internet mobile devices and the increasing
demand of social development and certain results were
achieved in many aspects such as the development of
auxiliary diagnostic drugs and health management. Foreign
research on health big data started earlier, and the repre-
sentative regions are the United States, Europe, and Japan.
&eir research on health big data mainly focuses on personal
health, clinical decision support, medicine, disease predic-
tion, public health, and other fields and has achieved a lot of
results. &e American Steward healthcare system is a
community-based organization that provides basic care for
community residents [24]. Every year, it treats more than 1
million patients in Massachusetts in the form of community
hospital services. &e Korea Biomedical Center plans to run
the national DNA management system, which will combine
patients’ electronic health record data with system biology
data, such as biological small molecules, genes, proteins, and
other related data, to provide personalized diagnosis,
treatment, and health management for patients, relying on
the analysis and mining ability of medical and health big
data. Google’s Flu Trends APP, for example, helps people
understand flu outbreaks in different parts of the world by
checking health opinion keywords [25]. IBM developed the

Healthcare Fraud Prevention and Abuse Management
System (FAMS) to help health insurance payers, which can
quickly identify healthcare fraud by mining health insurance
payment history information. Artificial neural network can
simulate the way of thinking of human brain. Considering
that it can be as adaptive as the brain when dealing with
nonlinear relations, it has very strong practical value [26]. BP
neural network algorithm is applied to breast cancer data
and improved it with particle swarm optimization algo-
rithm. &e results show that the BP neural network has
better performance with fewer samples and more attributes.
Support vector machine (SVM) maps the sample vector to
the high-dimensional space according to the kernel function,
and the mapped vector is relatively sparse in the high-di-
mensional space, which is conducive to finding the best
separated hyperplane to complete the classification task [27].
Since it is very effective in the classification of small samples
and nonlinear problems, it is also often applied in the
medical and health field. In 2002, a variety of classification
methods were applied to diagnose skin pigmentation dis-
eases, and the results showed that SVM had the most reliable
classification effect.

Although China’s information-based medical treatment
started late and there is a gap in the application scale of health
big data classification technology compared with foreign
countries, with the strong support for the development of
health big data, the research on health big data classification
technology has also received more and more attention [28].
&e model was used for auxiliary diagnosis of breast cancer.
&e results of 5-fold cross verification showed that the de-
tection reached 96.93 in 683 patients.&e authors of [29] used
SVM to obtain the highest classification ability and classifi-
cation accuracy and could effectively conduct clinical dif-
ferential diagnosis for sarcoidosis and tuberculosis. Li et al.
[30] used artificial neural network (ANN) to perform aux-
iliary diagnosis of DMD in children with rare leg neuro-
muscular disease based on magnetic resonance images (MRI)
of patients, alleviating the pain caused by traditional diagnosis
and detection schemes. Shanghai built amunicipal data center
in 2018 to share medical data with all 500 public hospitals,
with about 16 million pieces of data stored in the core da-
tabase every day. Liu et al. [31] analyzed the characteristics
and content of medical records text, proposed a preprocessing
method aiming at these characteristics, and applied this
method to coronary heart disease dataset, and the effect of
data analysis was significantly improved. Due to the problems
of abnormal data, redundant data, and missing data in the
original physical examination dataset, it cannot be directly
used for data analysis and information mining of diseases. In
order to make better use of valuable information in physical
examination data, different preprocessing methods are pro-
posed for different purposes: to reduce the time and space
complexity of preprocessing, datasets are compressed. Liu
et al. [32] realized the consistency and continuity of physical
examination data over the years through data transformation
based on linear function [34, 33].

From the above analysis, we know that the above
methods have studied the intelligent processing and clas-
sification of multisource health big data to some extent;
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some problem still exists [35, 36]. For example, no scholar
has applied the models to this field from the perspective of
physical and medical integration till now, so the research
here is still a blank, which has great theoretical research and
practical application value for intelligent processing and
classification of multisource health big data. In addition,
almost all classification models have shallow structure
framework.

&e contributions of this paper are as follows: (a) It
introduces the basic theory of Bayesian network, including
probability theory, basic principle of Bayesian network,
Bayesian network learning, and common Bayesian network
classifier. (b) &e improved Bayesian network structure
learning algorithm in Chapter 3 was used to construct the
data classification model of hypothyroidism, and the per-
formances of different Bayesian network classifiers were
compared.

&is paper consists of five parts. &e first and second parts
give the research status and background. &e third part gives
the processing and classification of multisource health big data.
&e fourth part shows the experimental results and analysis.
&e experimental results of this paper are introduced and
compared and analyzed with relevant comparison algorithms
followed. Finally, the fifth part concludes the paper.

3. Processing and Classification of Multisource
Health Big Data

3.1. Perspective of Physical and Medical Integration. In fact,
before the two terms of sports appeared or became specific
nouns, our ancestors have long given us precious historical
and cultural heritage: the longevity of the Traditional Chinese
guidance method of health preservation represented by the
Five Birds Opera and Eight Duan Brocade is the result of
historical inheritance. In the new era, people begin to con-
stantly improve their health needs, and sports and medicine
are different levels of solutions around health needs.

Health is a complex and multidimensional concept,
covering the concept of human physiology, psychology,
society, and many other fields. As different branches of
physiology, sports technology and medical technology have
the same root but different application directions. Simply
speaking, medical science is to guarantee the safety of human
life, just like food and clothing in life. Solve the problem of
human health and sports is the goal of life to a higher level;
for example, a well-off standard of living in the life health is
also a relatively vague definition; it is difficult to accurately
define, having different embodiment in different areas.

Many industries all around health in modern society in
the development, such as the primary side of the agriculture
and animal husbandry and fisheries, life cannot leave the
food processing, such as industrial equipment and quality
inspection again. Environmental protection, from this point
of view, as mentioned above, sports play a more prominent
role in health, while medicine is only to solve the negative
impact of disease on health in life, sports method is also
more intuitive, and medicine? Without the help of drugs, I
believe that the ability of doctors to heal the wounded and
save the dying will immediately decline.

3.2. Multisource Health Big Data System. Firstly, this paper
designs a multisource health big data management system as
shown in Figure 1.

(1) &e system uses Bluetooth, network,WIFI, and other
technologies for intelligent collection, covering a
number of medical and health items such as blood
analysis, biochemical analysis, urine analysis, and
ECG monitoring.

(2) &ere is no liquid path or pipeline in the Chinese
medicine testing equipment of the system, and it has
wireless and wired network automatic data upload
function.

(3) Based on B/S and C/S framework structure, the
system built a data uploading platform to realize
accurate and stable uploading of all medical and
health data and a smart signing mobile APP was
launched to make it meet the basic public health
service requirements.

Based on the computer network communication tech-
nology and network technology, the B/S framework struc-
ture is used to realize the integration of the detected
equipment detection data, and the collected data will gen-
erate dynamic health records and connect with other hos-
pital systems to realize the computer monitoring and
automatic management of medical examination and test
process. &e dynamic full-process closed-loop health
management mode combining offline and online is adopted
to collect medical data in real-time offline and analyze and
manage the data in all directions online to achieve pre-
diction, prevention, and personalized health maintenance.

3.3. Feature Extraction Strategy. With the development of
the medical big data diagnosis and treatment technology, the
realization of a more efficient medical image analysis can be
complementary to help the doctor condition analysis, help
doctors to determine treatment plan, and reduce the de-
pendence on clinical experience in the diagnosis of mis-
judgment rate. &erefore, high-efficiency and highly
accurate medical diagnosis model can provide quantitative
and objective endoscopy diagnosis for doctors. It makes it
easier for clinicians to notice suspicious pathological images,
reduces the workload of eye screening, and helps doctors to
make correct clinical medical decisions.

In order to improve the accuracy of medical diagnosis
model and effectively extract medical image features, this
chapter proposes an image feature extraction algorithm with
rotation invariance, which is named TriZ. TriZ algorithm is
improved from image feature extraction algorithm HOG
and generated by the HOG algorithm with 378,434 features.
In this section, it is proved experimentally that this algo-
rithm has rotation invariance for three gastric diseases,
namely, gastric polyp, gastritis, and gastric ulcer, and can
achieve effective detection and classification of gastric dis-
eases in the case of 10-fold cross validation. TriZ’s classi-
fication accuracy reached 87.0% among the four
classification problems of the three types of gastric diseases
and the healthy control. &e specific research process of
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extracting the diagnostic model of gastric diseases based on
the medical image features of TriZ is shown in Figure 2.

3.4. Application of Naive Bayesian Network Classifier. &e
Primitive Bayesian network classifier adopts the Attribute
Conditional independence assumption, which assumes that
all nonclass attributes are independent of each other; that is,
each attribute can independently affect the classification
results, corresponding to the Bayesian network, each non-
class attribute node only has the category as its parent node,
and then formula (1) is obtained.

P F1, F2, . . . , Fn, C(  � P(C) 
n

i�1
P Fi|C( . (1)

In a similar way,

P F1, F2, . . . , Fn(  � 
n

i�1
P Fi|π Fi( (  � 

n

i�1
P Fi( , (2)

where F1, F2, . . . , Fn denote the n variables and C is the
center variable.

By integrating formulas (1) and (2), the posterior for-
mula of calculation in naive Bayes classifier is
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P(C) 
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n
i�1 P Fi( 

. (3)

In the above formula, P(Fi) represents the attributes
probability of Fi; 

n
i�1 P(Fi) is constant for every category.

&ere are usually several attributes, so class attributes is the a
posteriori probability of C and proportional to that of
P(C) 

n
i�1 P(Fi|C); namely,

P C|F1, F2, . . . , Fn( ∝P(C) 
n

i�1
P Fi|C( , (4)

where P(C) represents the prior probabilities of each cat-
egory and P(Fi|C) denotes the probability of occurrence of
attribute Fi under the condition of known class C, which can
be directly calculated by sample dataset.

Naive Bayesian network classifier is based on all the class
attributes under the premise of mutual independence be-
tween complete classification tasks; although in real life it is
often difficult to fully meet the conditions of datasets, there
are still many researchers who use naive Bayesian network
classifier as a kind of commonly used classification model. In
this case, even if the dataset does not satisfy the conditional
independence hypothesis, it still has good classification
performance. &erefore, it is necessary to learn the tree
structure between nonclass nodes, and the maximum
weighted spanning tree is generally adopted. &e weight
between two nodes is expressed in conditional mutual in-
formation; its calculation formula is as follows:

I Xi, Xj|C  � 
xi,xj,c

P xi, xj|c log
P xi, xj|c 

P xi|c( P xj|c 
. (5)

&e main principle of ReliefF algorithm is as follows:
firstly, a sample is randomly selected from the dataset as X,
and then k samples closest to X are selected as H in the
sample set of the same class as X according to Euclidean
distance, and k samples closest to X are found in the sample
set different from X, and then the above process is repeated
M times according to formula (6) to update the weight of
each feature and output the final weight of each feature:
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Figure 1: Multisource health big data system process.
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In the calculation of feature weight, ReliefF algorithm
only considers the correlation between feature and class and
ignores the possible redundancy between features. &ere-
fore, this algorithm has certain limitations. In order to
eliminate redundant attributes more effectively, this section
introduces symmetric uncertainty in information theory
based on ReliefF algorithm. Further eliminating redundant
features, symmetrical uncertainty (SU) can measure the
correlation between two variables. Suppose that the two
variables are X and Y, and the formula for calculating the
symmetrical uncertainty between two variables is as follows:

SU(X, Y) �
2∗IG(X; Y)

H(X) + H(Y)
, (7)

where H(X) and H(Y), respectively, represent the infor-
mation entropies of variables X and Y, andH(X) is defined as
follows:

H(X) � −  p(x)log p(x), (8)

where x represents different values of variable X and
IG(X; Y) represents information gain, also known asmutual
information, which can be obtained by the following
formula:

IG(X; Y) � H(X) − H(X|Y), (9)

where H(X|Y) denotes the conditional entropy of given
variables X and Y, as defined below:

H(X|Y) � − 
x∈X,y∈Y

p(x, y)log p(x|y). (10)

By synthesizing the above formulas, the symmetric
uncertainty between variables X and Y can be obtained, and
symmetry is full due to mutual information. It can be
inferred that symmetric uncertainty is also symmetric, and,
in order to make the magnitude of symmetric uncertainty
comparable, it normalized the mutual information so that
the symmetric uncertainty between features is between 0 and
1. When SU(X, Y) � 0, it means that variables X and Y are
two independent variables; when SU(X, Y) � 1, it is indi-
cated that variables X and Y are completely correlated.

IG(X; Y) � H(X) − H(X|Y) � H(Y) − H(Y|X) � IG(Y; X).

(11)

Let X be the condition that satisfies Yv; then variable Yv

satisfies the following equation:

p Yv|X, Yu, u≠ v(  � p Yv|X, Yu, u: v( , (12)

where u and v represent two vertices contained in graph T,
and then (X, Y) is a random field of strips.

4. Experimental Results and Analysis

4.1. Introduction to Experimental Environment and Dataset.
&e purpose of the experiment in this section is to test the
effectiveness of the improved algorithm on liver disease de-
tection data, which is mainly reflected from two aspects: the
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Figure 2: Feature extraction flow chart.
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efficiency of the algorithm execution and the detection accuracy
of repeated data in the dataset. However, the actual data set
accessed does not have a datamark about whether each data is a
duplicate, so the performance of the improved algorithm cannot
be tested with the original data set. &erefore, in order to
measure the efficiency and scalability of the algorithm more
comprehensively, the original numbers are standardized
according to the centralized data in this paper, and 5000, 10000,
and 20000 data points are distributed. &e generation rules of
repeated data detection for three datasets of different sizes are as
follows: &e data of each dimension of the original record is
standardized. Each original data consists of 0–9 corresponding
repeated pieces of data, and the number of repeated pieces of
data follows Zipf distribution. Each repeated piece of data has
0–5 changes, and the similarity between the modified data and
the original data is greater than or equal to the threshold value.
&e data in each dataset consists of two parts, 50% of which is
the original data, and the other 50% is the repeated data
modified according to the original data. All the models in this
paper are coded by Python language, and all the experiments in
this paper are carried out on a hardware device of NVIDIA
1080Ti GPU.

&e standard to measure the performance of the repeated
data detection algorithm is whether it is efficient and com-
prehensive to the repeated data detection in the dataset.
According to the setting in this chapter, the detection of re-
peated data in the experiment in this chapter is essentially a
binary algorithm, and the commonly used standards mainly
include precision rate, recall rate, consumption time (Time),
and AUC area.

4.2. Experimental Results Analysis. In order to verify the
performance of classifier SVM, the best values of two param-
eters C and Gamma need to be filtered.&emeasured values of
classification performance were calculated through 10-fold
cross validation. &ree heat maps were used to represent the
data of four evaluation indicators: Sn, Sp, and Acc. &e maxi-
mum, average, andminimumvalues of eachmeasurement were
represented in red, yellow, and blue, and the values of the color
range were represented in gradient colors, as shown in Figure 3.

ParameterC is set to 20with step size of 0.125 between 0.125
and 3.000, and parameter Gamma is set to {0.100, 0.178, 0.316,
0.562, 1.00, 1.334, 1.778} for grid search to find the best choice
for these two parameters. &e results show that when C� 2.125
and Gamma� 0.100, the SVM classifier is the best, and its
classification accuracy is 97.2%. &e algorithm integrates the
morphological features of eyes andmouth in the face region and
studies and discusses the fatigue detection problem from the
aspects of feature number, classifier, and modeling parameters.
&e algorithm consists of threemain steps. First, PCA algorithm
is used to calculate the main components. Finally, the SVM
model with RBF kernel is trained to classify the images. &e
experimental results show that the image recognition accuracy
of this algorithm reaches 96.07%, and the operation time is only
about 21milliseconds, which canmeet the requirements of real-
time fatigue monitoring task with 30 frames per second.

In order to verify the stability of the proposed health big
data classification method, we can choose the standard deep

learning algorithm, whose data processing and parameter
setting are roughly the same as the proposed algorithm. At
the same time, all the above methods were cross-validated 10
times, and the average result of the test dataset is shown in
Figure 4. It can be seen from Figure 4 that the robustness of
the proposed method is best correlated with classification. It
is worth noting that these experimental results were aver-
aged over 20 times over 80000 datasets for more universality.

In order to verify the validity of the Bayesian network
classifier based on the improved ReliefF algorithm, this
classifier is compared with the BAN classifier based on
ReliefF algorithm (ReliefF-BAN) and three other Bayesian
network classifiers (NBC, TAN, and BAN).

Since ReliefF algorithm is needed to calculate the weights
during the initial feature screening and the results of the initial
feature screening with k larger than the initial value are selected,
the difference of k will affect the feature subset finally obtained.
If k is too large, for example, 28, or k is too small, it is likely to
lead to the deletion of some features that are highly correlated
with the class. In this section, k� 27, k� 23, and k� 17 are
selected, respectively, as the preliminary screening results, and
then further screening of feature subsets is completed according
to different thresholds, and the performances of classifiers
formed under different feature subsets are compared. &e final
results are shown in Figure 5.

In this section, Youden index is used to evaluate the Jorden
index of each model under different proportions of labeled
samples, as shown in Figure 6. After analyzing Figure 6, we can
draw the following conclusion. When using the same base
classifier to train the classification model, the Youden index of
the optimized self-training model is higher than that of the
standard self-trainingmodel and the supervised learningmodel.
For example, taking naive Bayes as an example, the Youden
index of the optimized self-training classification model is
58.90%, and the Youden index of the standard self-training
classification model is 49.97%, while the Youden index is
48.84% when only naive Bayes algorithm is used for classifi-
cation. &is is because the self-training algorithm after opti-
mization can learnmore unlabeled sample information, and the
information learned through repeated labeling strategy is more
accurate. &erefore, the comprehensive performance of the
optimization algorithm is better, which also proves the effec-
tiveness of the algorithm.

Due to the introduction of mislabeled samples, the Youden
index of the standard self-training classification model is not
necessarily higher than that of the supervised learning classi-
ficationmodel. For example, taking decision tree as an example,
the Youden index of the standard self-training classification
model is 53.99%.&e Jorden index of decision tree classification
model is 54.97%, and the comprehensive performance of de-
cision tree classification model is better than that of standard
self-training classification model. &is illustrates the instability
of the standard self-training algorithm.

In conclusion, we can know that the supervised classifi-
cation algorithm performs well in the results that the training
algorithm for standard test data classification does not, which
may be due to the low classification performance of the base
classifier when selecting unlabeled samples, which leads to the
continuous accumulation of errors and weakens the
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Figure 3: Optimization of the heat maps of parameters C and Gamma of SVM.
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performance of the classifier. However, the classification
performance of the self-training algorithm after optimization is
generally superior to those of the supervised algorithm and the
standard self-training algorithm, which proves the effectiveness
of the optimization algorithm.

Figure 7 shows the comparison between the proposed
regression biomarker detection algorithm and the 10
existing feature selection algorithms. &e figure shows that
10 algorithms of R2 evaluation index calculate the classifi-
cation accuracy of each feature subset under cross validation

for 510 times and mark out the maximum accuracy. &e
horizontal axis lists the names of 10 classification algorithms.

As shown in Figure 8, the red regular triangle scatter
points represent students with excellent physical fitness. At
least two of the three physical test datasets of such students
are excellent or good. &e yellow regular triangle scatter
points represent students with average physical fitness.&ere
are few excellent blue inverted triangles in the data, indi-
cating the students with poor physical fitness. &e majority
of these students are medium and unqualified in the three
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physical test datasets. Although one of them may be good or
excellent, the overall physical fitness needs to be improved.

Figure 9 shows the projection results of the method in
this paper on different data sets, including different cate-
gories represented by C.&e three data sets of each category
are classified into seven. It can be seen from the figure that
the method proposed in this paper has good classification
results on the three data sets, especially in data set 1, which
shows that this method can deal with the big health
problem of big data. &e superiority of the proposed
method is proved. In order to better prove the classification
effect of the proposed method, 8000 datasets were pro-
cessed and classified 20 times on average. Figure 8 shows
the boxplot and scatter distribution of 20 mean diagnostic
results of test samples under different models. As can be
seen from Figure 10, the classification performance of the
algorithm proposed in this paper is more stable and the
classification accuracy is the highest.

5. Conclusion

In this paper, the relevant theories of Bayesian network are
studied, and the classifier based on Bayesian network is
applied to the data of hypothyroidism. Aiming at the key
technologies needed in the application process, the im-
proved ideas on methods are proposed and the specific
contents are as follows.

&e improved Bayesian network learning algorithm is
applied to the classification of hypothyroidism. Firstly, the
dataset of hypothyroidism is preprocessed to make it con-
form to the calculation requirements of the algorithm.&en,
four Bayesian network classifiers are constructed for the
preprocessed data, namely, naive Bayesian classifier (NBC),
TAN classifier, BAN classifier, and Bayesian multi-network
classifier. &e network structures of different classifiers meet
different degrees of dependence. Finally, BAN classifier was
found to have the best effect on the classification of hypo-
thyroidism data.

When diversity enters the transition stage, the combi-
nation operator method of fast convergence rate and
competitive cross mutation can form good species quickly,
but when diversity enters the mutation stage, it will be less.
In order to avoid population convergence to local optimum,
high-precision genetic combination operator and dynamic
mutation rate method are used in this stage. Finally,
experiments prove that the network structure of the im-
proved algorithm is better.
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