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With the rise of social network platforms such asWeChat, Weibo, and TikTok, social networks have developed from simple social
networks to complex social networks. Researchers have gradually found that the traditional data sampling methods can no longer
meet the development needs of the complex social network structure. In order to save network resources, various methods of
social relationship prediction have been proposed. In this paper, we propose a BTCS algorithm based on low sampling rate under
cognitive model and conduct several sets of comparison experiments under di�erent networks and di�erent sampling rates, and
the results show that the BTCS algorithm improves the prediction accuracy and reduces the prediction time under low sampling
rate. To address the problems of poor stability and slow prediction speed of random sampling prediction methods, this paper
proposes a CCS algorithm in colleges and universities using the characteristics of high awareness among nodes within the same
college. It can e�ectively combine the cognitive characteristics of the nodes with the college attributes and apply them to the
relationship prediction to realize the college-oriented relationship prediction.�e simulation results show that the CCS algorithm
is more stable than other random sampling prediction methods. �e results make full use of the cognitive characteristics and
college attributes of nodes in social networks; reduce the in�uence of multiple factors such as response time, data packet loss, and
individual behavior on relationship prediction; and improve the e�ciency of college student group relationship prediction, which
has certain theoretical signi�cance and application prospects.

1. Introduction

With the rapid development of information technology,
e-commerce and social networking sites have become in-
separable from people’s daily life, coupled with the in-
creasing networkedness and various data resources, the
network has received wide attention as a new perspective for
information analysis and management research. [1–6] Es-
pecially since entering the twenty-�rst century, Internet
technology has been rapidly developed and people have
rapidly entered the era of online Internet. With the rise of
various social networking sites and communication software
such as Weibo, WeChat, TikTok, Alipay, and QQ, they
provide people with direct and quick platforms for online

friendships and online shopping. [7–10] Network group is a
collective form by individuals in the network with mobile
devices or computers as the communication medium and
information as the link. Its purpose is mainly study, interest,
communication, or need, while college students’ network
group is an aggregation formed by college students on the
network.�e activities of college students on the Internet are
not individual activities, but more interactive activities with
others. �erefore, the communication behaviors of college
students’ netizens in the virtual space of the network con-
stitute the group network of college students. �e complex
and changeable network environment brings abundant re-
sources to college students and satis�es their pursuit of
material and spiritual culture. However, the virtual network
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world also changes the way of psychological activities of
college students, making them show a variety of abnormal
thinking or action in the network world. +e popularity of
these social networks and communication tools has revealed
that data processing based on the attributes of the entities
themselves ignores the information connections between
entities and that such data processing methods cannot meet
the needs of big data analysis and research. +erefore, in
response to the ever-complex internode relationships, re-
searchers have proposed a novel network, that is, social
networks. In fact, social network not only refers to the scope
of sociology but also includes various information networks,
technology networks, and bio-information networks.
[11–14] Of course, the most common social networks in
daily life are social networks. For most online social net-
works, they often have thousands and tens of thousands of
nodes, and the relationships between nodes are complex and
may change in real time. +erefore, they have the same
various properties of complex networks. +ese social net-
works with a large number of network nodes and complex
relationships between nodes are called complex social net-
works, which is an important branch of complex networks.
In recent years, due to the continuous improvement of the
mathematical model of social networks, researchers have
been studying complex social networks more and more
deeply. [15–18] However, in the analysis of complex social
networks, researchers have found that there are always nodes
that cannot be directly sampled, and this part of node in-
formation plays an extremely important role in the overall
study of the network. +erefore, the study of prediction
methods for internode relationships in complex social
networks is an important element of social network research.
[19–21]

Social relationship prediction methods can solve the
problem of difficult node information collection in inter-
active networks. In different social networks, they use dif-
ferent network models, so data collection under different
models can have mutual effects. Social relationship pre-
diction can provide a unified mechanism to predict out the
relationship between nodes, which can realize the data
analysis among interactive networks. College student group
relationship prediction methods can achieve accurate pre-
diction of internode relationships at low sampling rates. In
the analysis of some specific networks, the sampling rate is
often limited due to the influence of node response time and
the properties of the nodes themselves. However, lower
sampling rates can significantly reduce the accuracy of
various analyses of social networks. It then needs to predict
the topology of the network at low sampling rates. For the
needs of these specific networks, the social relationship
prediction method can accurately predict the topology of the
overall network based on the information of the sampled
nodes under the condition of sampling a small number of
nodes, which plays an important role in the analysis of social
networks at low sampling rates. +e group relationship
prediction method for college students has important
practical applications. In practical applications, if re-
searchers can make full use of the available data information,
build accurate model structures, plan experiments rationally,

and analyze and predict hidden relational information, then
relational prediction methods will save time, improve effi-
ciency, and produce accurate and valuable results for people.
In social networking sites, friend recommendation is real-
ized based on the information of friends’ circle; in shopping
sites, interest product recommendation is realized based on
the kind of goods users browse; in biological information
network, hidden species relationship is predicted based on
experimental results, etc. [22–25] As an important tool of
social network analysis, college student group relationship
prediction plays an important role in the research of all fields
of social networks. In recent years, researchers began to pay
more and more attention to the study of social relationship
prediction and proposed various college student group re-
lationship prediction algorithms; especially, since the
twenty-first century, researchers have combined college
student group relationship prediction with the theoretical
findings of psychology and searched for a new perspective on
the integration of network structure prediction and indi-
vidual perception: the social network cognitive model. [26]

+e social network cognitive model is a network
structure model that emphasizes the importance of network
node perception on network structure prediction. It is an
emerging mathematical model of social networks, whose
core idea is to analyze the network structure by using the
cognitive determination of individual nodes on the rela-
tionship between nodes of the whole network. As the field of
network perception continues to develop, researchers have
found that node perception capabilities can help node re-
lationship prediction. Social relationship perception pre-
diction has also gradually received the attention of social
network researchers. +erefore, this paper addresses the
research of social relationship prediction methods under the
social network perception model with very significant sci-
entific and practical significance.

2. BTCS Prediction Algorithm

2.1. Algorithm Improvement. In the prediction of relation-
ships in complex social networks, most researchers find that
network data collection is very difficult, especially in in-
teractive networks, which can be affected by multiple factors
such as response time, data packet loss, and individual
behavior, resulting in unavailability of node information.
However, traditional relational prediction methods are
highly dependent on the sampling rate and response rate of
nodes, and will directly affect the measurement results if the
node information is lost or inaccessible.+e flow chart of the
traditional prediction method is shown in Figure 1. As can
be seen from Figure 1, the sampling process of the traditional
prediction method requires sampling all nodes in the net-
work to obtain the internode relationship matrix. +en,
according to the node relationship matrix, the senders and
receivers in the network relationship are accessed and
merged two by two. +e network relationship exists only
when both sender and receiver acknowledge the existence of
the network relationship. If one party decides that the re-
lationship does not exist, then the network relationship does
not exist. Finally, the network topology matrix is obtained
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based on the merged results. However, in the traditional
relational prediction method, it is affected by response time
and sampling error, and data packet loss occurs. +erefore,
the error analysis of the traditional method requires multiple
repetitions of sampling. In the prediction of high-precision
networks, the traditional method needs to complete multiple
repetitions of sampling, which is very inefficient.

+e BTCS algorithm achieves accurate prediction of
social relationships at low sampling rates. +e flow chart of
the improved BTCS prediction algorithm is shown in Fig-
ure 2. Compared with traditional prediction methods, the
BTCS algorithm is a randomized, low-sampling-rate rela-
tionship prediction method. It only needs to sample a small
number of network nodes and obtain the cognitive deter-
mination information of the sampled nodes on the rela-
tionships among all nodes in the network, and then predict
the social relationships among nodes based on the cognitive
determination information without sampling all nodes. It
adopts a threshold control method to adaptively control the
node sampling error and avoid the duplicate sampling of
data.+erefore, the BTCS algorithm can reduce the effects of
response time, data packet loss, and individual behavior on
node sampling and relationship prediction, and improve the
efficiency of relationship prediction.

+e BTCS prediction algorithm is a cognitive model-
based relational prediction method, which is divided into
three main steps: sampling, matrix merging, and fault-tol-
erant control process, as shown in the flow chart of the
algorithm. +e following section will introduce the specific
process of each of the three steps of the BTCS algorithm.

2.2. Sampling Design. +e data sampling process of BTCS
prediction algorithm is different from the traditional rela-
tionship prediction method. In the traditional relationship
prediction method, it needs to sample most of the network
nodes and investigate to obtain the social relationships among
the sampled members, while in the BTCS algorithm, it just
samples a small number of nodes randomly, obtains the
cognitive information of the sampled nodes on the social
relationships among all networkmembers, and records it in the
form of a kind of three-dimensional 0–1 cognitive matrix set.

In the following example of the network (A,B,C,D, and E),
Figure 3 represents the five cognitivematrices ofmembersA, B,
C,D, and E in the network (A, B, C,D, and E) in order. In each
cognitive matrix, it records 20 social relationships among the
members. In the sampling, the BTCS algorithm is randomly
sampled in the sampling space n. In the network (A, B, C, D,
and E), three nodes (A, D, and E) were randomly sampled

when the sampling space nwas 3, and the node sampling setm
and the cognitive matrix set Ri,j,k were obtained, wherem � (1,
4, 5).

2.3. Matrix Design. +ere are three methods of matrix
merging under the cognitive model: the cognitive slice
method, the local summary structure method, and consis-
tency structure dispel. Since these three methods merge the
known and cognitive relationships of the sampled nodes
equally in cognitive matrix merging, a new matrix merging
method is proposed. According to the cognitive information
of sampled nodes is divided into two categories of self-
knowledge relationships and cognitive relationships, this
paper divides the merging process into three cases: (1)
merging self-knowledge relationships between sampled
nodes; (2) merging cognitive relationship between sampled
nodes; (3) merging known and cognitive relationship be-
tween sampled nodes. Merging rules are set according to
these three cases.

We combine the known relationships between the
sample nodes. In this paper, we use the merging local ag-
gregation method, as in the following equation:

Ri,j � Ri,j,i ∩Ri,j,j , (1)

where Ri,j,i and Ri,j,j represent the known relationships in the
cognitive matrix of sampled nodes i and j, respectively, and
Ri,j denotes the group relationship between node i and j.
When both Ri,j,i and Ri,j,j are 1 and both the sender and
receiver of the relationship determine that the relationship
exists, then the relationship i to j is judged to exist and Ri,j is 1.

Cognitive relationship merging between sampled nodes
is as follows:

Ri,j �
1, 

m

Ri,j,m ≥K,

0,

⎧⎪⎨

⎪⎩
(2)

where mRi,j,m denotes the individual cognitive summary of
all sampled nodes for the social relationship between i and j.
K is a set threshold valve. When both sender i and receiver j
of the relationship are not sampled, the summary value of
cognitive information of the relationship is referred to all
sampled nodes, and if the summary value is greater than or
equal to K, then the relationship Ri,j is determined to exist.

+e known and perceived relationships between sampled
nodes are merged.

Ri,j �
1, Ri,j � 1

m

Ri,j,m ≥K,

0,

⎧⎪⎨

⎪⎩
(3)

where Ri,j � 1&mRi,j,m ≥K denotes that when only one
side of both sender i and receiver j of the relationship is
sampled, then the known relationship of the sampled node is
first considered to be 1. If the known relationship of the
sampled node is 1 and the aggregated value is greater than or
equal to K, then the relationship Ri,j is determined to exist.

+e final result θ is obtained by combining the three
cases, θ� α +β+ c.

Ui,j Si,j Pk

Pk<P

Pk>P

Ri,j

Figure 1: BTCS algorithm flow.
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Taking the network (A, B, C, D, and E) in Figure 3 as an
example, the nodes (A, D, and E) are randomly sampled to
obtain the sampling set (1, 4, and 5) and the cognitive matrix
of A, D, and E. +en, the matrix merging is completed when
the threshold value is 2, and the merging process and the
merging results are obtained as shown in Figure 4. In
Figure 4, α, β, and c are the matrices obtained by merging in
the first, second, and third cases, respectively; θ is the final
result to obtain the real network matrix. +e social rela-
tionship between the sampled nodes (A, D, and E) is ob-
tained in α. For example, when analyzing the social
relationship from E to D, by accessing the self-knowledge
relationship of the cognitive matrix ofD and E, we get RE,D,D
and RE,D,E as 1. +en, we can decide that the social rela-
tionship from E to D exists, so we get RE,D �1 in α.

+e social relationships between the unsampled nodes
(B and C) are obtained in β. For example, in the analysis of
the social relationships from B to C, the cognitive rela-
tionships of all sampled nodes are accessed and
mRB,C,m � 2, which is equal to the threshold K, so we get
RB,C in x as 1. +e social relationships between sampled
nodes (A, D, and E) and unsampled nodes (B and C) are
obtained in c. For example, when analyzing the social
relationship from A to C, the known information of the
cognitive matrix of A is accessed first, and Ra is obtained as
1.+en, the cognitive relationships of all sampled nodes are
accessed, and mRA,C,m � 2, so RA,C,A is obtained in c, and
RA,C is 1.

+e nodal relationship matrix θ is predicted by intro-
ducing the K-value merged 3D matrix Ri,j,m, and different
prediction results θ are obtained under different K-values.
+e random partial sampling method under the social re-
lationship cognitive model is a fast and efficient measure-
ment method, and the prediction results are subject to error,
which requires us to control the error within a tolerable
range, so the error-tolerant control of the algorithm is
important. +erefore, an error-tolerant control process with
a threshold value is designed to adaptively regulate the value
of K so that the prediction result θ is closest to the true result.

Firstly, we analyze the relationship between the
sampling error rate and the threshold value as a function
of PK. +ese errors are divided into two categories: the first
type of relationship error refers to the relationship does
not exist in the real network, while the cognitive rela-
tionship is judged to exist; the second type of relationship
error P2 is the relationship exists in the real network, while
the cognitive relationship is judged not to exist. In the
dichotomous threshold algorithm, the threshold K is
compared with the network recognition to determine
whether the relationship holds, and the recognition is

influenced by P1, so P1 is the main factor affecting the
threshold reduction result, while P2 will be gradually
reduced in the reduction operation.

In Figure 4, the first type of error is generated by merging
the cognitive matrices of sampled nodes A and D, which
determine the nonexistence of the relationship A to D, while
the cognitive determination exists in the cognitive matrix of
E. In complex networks, P1 increases as the network data
increase, and the error P1 can represent the network error
rate Pk. +erefore, we need to analyze the relationship be-
tween the error P1 and the threshold K.+erefore, this
section analyzes the effect of the threshold K on θ by
comparing the merged matrix θ and the cognitive matrix
Ri,j,m of the sampled nodes, and obtains the relationship
between the value of K and the sampling error rate Pk.

Pk �
V

Q
, (4)

where V is the number of errors present in the sampled
nodes and Q is the number of possible errors in the sampled
nodes.

Setting the fault-tolerance control condition. In this section,
based on the maximum tolerable sampling error rate P′ (0.1,
0.15, 0.2), an error-tolerant control process is established to
find the smallest Kmin value such that Pk<P′, and the matrix
merging result is obtained when the output threshold K is
Kmin, which is the closest to the real network. +e prediction
result is the closest to the real network.

A error-tolerant control process is designed. +rough
the above analysis, the relationship Pk between the error rate
P and the threshold K is obtained. +erefore, according to
the control theory andmethod, and the fault tolerance range,
it can adaptively adjust the threshold K and control the error
rate Pk within the fault tolerance rate P′. In words, in BTCS
algorithm, fault-tolerant control process is an important part
of the algorithm. Too large or too small K value will directly
affect the accuracy of prediction results. BTCS algorithm
mainly analyzes the direct relationship between K value and
network sampling error, and designs the fault-tolerant
control process of threshold value, which can adaptively
control K value, find the best K value, minimize prediction
error, and improve prediction accuracy.

2.4.MathematicalModel. +emathematical model of BTCS
algorithm is divided into two parts: matrix dimension re-
duction model and fault-tolerant control model. In the
matrix dimensionality reduction model, it combines the
cognitive matrix according to the dimensionality reduction
rules under the set K value. In the fault-tolerant control
model, it analyzes the sampling error rate of the combined
matrix, controls the error rate within the fault-tolerant
range, and obtains the best threshold. +erefore, the
mathematical model of BTCS algorithm is established step
by step according to the matrix dimensionality reduction
model and error-tolerant control model.

According to the matrix dimensionality reduction rules
designed in the BTCS algorithm description, this subsection

n Ri,j,k
k Ri,j Pk

Pk<P

Pk>P, k↑

Kmin Ri,j

Figure 2: Upgraded BTCS algorithm flow.
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first obtains the sampling setm, the cognitive matrix Yi, and
the set threshold K. +en, the valid information in the
cognitive matrix is extracted in steps, and the mathematical
matrix operations are obtained as follows:

(1) separate the cognitive matrix Yi to obtain the known
relationship matrix YZ,i, and the cognitive rela-
tionship matrix YR,i.
Known relationship matrix:

YZ,i � i∗Y. (5)

Cognitive relationship matrix:

YZ,i � −i∗Yi. (6)

Cognitive matrix:

Yi � Yz,i + YR,i. (7)

Sampling node matrix and Z:

Z � 
i�m

YZ,i. (8)

Sampling node matrix and R:

R � 
i�m

YR,i. (9)

(2) +e topological information among the sampled
nodes is extracted from the cognitive relationship Z
to obtain the matrix α.
Extraction matrix:

T � m,

α � S1(T∗Z).
(10)

(3) extract the topological information of the cognitive
relationship judgment to obtain β+c.

2.5. Extraction Matrix

W � −m. (11)

Cognitive information

P1 � W∗Z,

P2 � W∗R,

β + c � Sk P1 + P2( .

(12)

+e three cases are summed to obtain the reduced-di-
mensional merged matrix θ.

θ � α + β + c. (13)

2.6. Error-Tolerant Control Mathematical Model
Implementation. According to the error-tolerant control
process described by the BTCS algorithm, the sampling error
rate Pk of the merged matrix under the set threshold K is
analyzed and the mathematical model operation is obtained
as follows:

(1) Calculate the number of errors W present in the
sampled nodes.

W � Sk(T∗R). (14)

A A B C D E
A 0 0 1 0 1
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 1 0 0 0 0

A A B C D E
A 0 1 0 0 0
B 1 0 0 0 1
C 0 1 0 0
D 0 0 0 0 0
E 0 0 0 0

1

0

A A B C D E
A 0 0 0 0 0
B 1 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A A B C D E
A 0 0 1 0 1
B 0 0 1 1 0
C 1 1 0 0 0
D 0 1 0 0 1
E 1 0 0 1 0

A A B C D E
A 0 0 0 1 0
B 0 0 0 0 1
C 0 0 0 0 0
D 1 0 0 0 1
E 0 1 0 1 0

Figure 3: 5 node awareness matrix.

A A B C D E
A 0 0 1 0 1
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 1 0 0 0 0

D A B C D E
A 0 0 1 0 1
B 0 0 1 1 0
C 1 1 0 0 0
D 0 1 0 0 1
E 1 0 0 1 0

E A B C D E
A 0 0 0 1 0
B 0 0 0 0 1
C 0 0 0 0 0
D 1 0 0 0 1
E 0 1 0 1 0

A B C D E
A 0 0 0 0 0
B 0 0 0 0 0
C 0 0 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

A B C D E
A 0 0 0 0 0
B 0 0 1 0 0
C 0 1 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A B C D E
A 0 0 1 0 0
B 0 0 0 0 0
C 1 0 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A B C D E
A 0 0 1 0 0
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

α β γ

θ

A B C D E
A 0 0 0 0 0
B 0 0 1 0 1
C 1 1 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

Figure 4: Merge matrix process.
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(2) Calculate the number of possible errors Q in the
sampling nodes.

Q � T − α. (15)

(3) Sampling error rate Pk.

Pk �
W

Q
. (16)

Finally, the sampling error rate Pk under the control of
threshold K is obtained, and the dichotomous iteration
method is used to find the optimal threshold value K that
satisfies the fault tolerance condition.

3. CCS Relationship Prediction Method within
Colleges and Universities

3.1. CCS Algorithm. In the social relationship cognitive
model, the overall network random sampling prediction
method ignores the different cognitive characteristics among
nodes and ignores the high cognitive characteristics of nodes
within the same college. +erefore, the stability of this re-
lationship prediction method is poor. To address the
shortcomings of the overall network random sampling
prediction method, a relationship prediction method with
random sampling in colleges and universities is proposed as
the CCS prediction algorithm. [27] +e CCS algorithm is
applicable to networks where all college information is
known and the college structures do not overlap. When a
node belongs to more than one college at the same time, it is
grouped into the college with the higher number of rela-
tionships among nodes.

+e CCS algorithm takes advantage of the characteristics
of high cognitive degree among nodes within the same
college; firstly, the CCS algorithm assigns the sampled nodes
to each college proportionally; then, the CCS algorithm
completes the random sampling within the college
according to the sampling space of each community to
obtain the cognitive matrix of sampled nodes; finally, for the
characteristics of high cognitive degree of nodes within the
college, the CCS algorithm designs the matrix merging rules
based on the college to get the final prediction results.
Compared with other relationship prediction methods, the
CCS prediction algorithm effectively combines the cognitive
characteristics of nodes and college attributes.

+e CCS prediction algorithm is a relationship predic-
tion method in colleges and universities based on a social
cognitive model. Figure 5 shows the flow chart of CCS
prediction algorithm; in general, it is divided into three main
steps: community-based sampling, intracollege node rela-
tionship merging, and inter-GA node relationship merging.

+e community-based sampling is mainly to reasonably
allocate the sampling nodes according to the network
community structure and sampling space to obtain the
sampling node cognitive matrix. In the community-based
cognitive matrix merging, the sampled node cognitive
matrix relationships are first classified into intracommunity

node relationships and intercommunity node relationships;
then, the nodes are merged in steps according to the different
intracommunity and intercommunity nodes to obtain the
prediction results. In this section, four parts of community-
based sampling process design, community-based node
relationship classification, intracommunity node merging
design, and intercommunity node merging design are in-
troduced, respectively.

3.2. Sampling Process Design. In the data sampling process,
the CCS prediction algorithm implements a community-
based cognitive matrix data sampling, which combines
cognitive information with college information. +e com-
munity-based sampling characteristics of the CCS predic-
tion algorithm are mainly reflected in the following three
aspects.

+e CCS prediction algorithm is a data sampling process
based on a cognitive model. Like other relationship pre-
diction methods under the cognitive model, the data ob-
tained after sampling by the CCS prediction algorithm are
also a kind of three-dimensional 0–1 cognitive matrix set
Ri,j,k, where i represents the sender of the social relationship,
j represents the receiver, and Ri,j,k represents the observer of
the social relationship between i and j. If K observes that the
relationship from i to j exists, then Ri,j,k indicates that it does
not exist.

+e CCS prediction algorithm is a data sampling process
based on the node community structure. Based on the
network community structure (C1, C2, ... CN), the CCS
algorithm will allocate the sampling space to each com-
munity proportionally so that the sampling ratio within each
community is the same. For communities with more nodes,
the CCS algorithm allocates a correspondingly larger
number of sampled nodes; while for communities with fewer
nodes, the number of samples is correspondingly lowered to
ensure an even number of sampled nodes within each
community.

+e CCS prediction algorithm is a data sampling process
based on random sampling within communities. For each
community, under the condition that the number of sam-
pled nodes is determined, the CCS algorithm uses a random
sampling method in which each node has the same prob-
ability of being sampled.

3.3. StabilityAnalysis. In this subsection, this paper analyzes
the stability of the prediction algorithm under random
sampling conditions. In order to analyze the stability of the
prediction algorithm, multiple sets of experimental pre-
dictions were performed in this paper for different node
sampling results under the same sampling space using the
CCS algorithm, the Central Graph algorithm, and the LAS
algorithm. In each set of experiments, 1000 random samples
are performed for the same sampling space and 1000 pre-
diction results are obtained, and the confidence interval (CI)

n Ri,j,k Si,j Ui,j Ri,j

Figure 5: Flow chart of CCS prediction algorithm.
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numerical processing method is used to analyze the 1000
results.

In the confidence interval processing, this paper first
ranks the performance parameters of 1000 prediction net-
work results and then removes the first 2.5% and the last
2.5% to get the distribution curve of the performance pa-
rameters, and finally, this paper compares the confidence
distribution of the performance parameters of the obtained
prediction network results with the performance parameters
of the real network results to analyze the stability of the
algorithm under the random sampling conditions.

Figures 6(a) and Figure 6(b) show the density CI dis-
tribution curves and clustering coefficient CI distribution
curves of the CCS algorithm, Central Graph algorithm, and
LAS algorithm under different meter sample nodes at the
same meter sample rate, respectively; where the horizontal
coordinates indicate the sampling rate, the vertical coor-
dinates indicate the network density values and clustering
coefficient values of the predicted results, and the dashed
lines indicate the performance parameters of the real net-
work. From the analysis in Figures 6(a) and 6(b), it can be
obtained that (1) the network density distribution and the
clustering coefficient distribution of 1000 measurements at
different sampling rates are within the confined curve range.
(2) When the sampling space is small, the network density
confidence interval distributions and the clustering coeffi-
cient confidence interval distributions of the 1000 random
sampling prediction results of the CCS algorithm are smaller
than those of the LAS algorithm and the Central Graph
algorithm, and both are close to the performance parameters
of the real network. (3) As the sampling rate increases, the
network density confidence interval distribution and the
clustering coefficient confidence interval distribution of the
prediction results of the three prediction algorithms show
convergence and gradually become smaller. However,
compared with the other two algorithms, the network
density confidence interval distribution and the clustering
coefficient confidence interval distribution of the CCS al-
gorithm are closer to the performance parameters of the real

network. (4) When the sampling rate is larger, the CCS
prediction algorithm outperforms the LAS algorithm and
the Central Graph algorithm, and the CCS prediction al-
gorithm predicts results that are close to the real network
density.+erefore, the CCS algorithm is more stable than the
other two algorithms, it is less volatile by the different
sampling nodes and the stability of the algorithm is higher.

3.4. Prediction Accuracy Analysis. In terms of accuracy
analysis of the prediction results, the mean square error of
the three algorithms under different sampling rates is
compared. In this paper, the CCS algorithm is compared
with the Central Graph algorithm and the LAS (locally
aggregates structures) algorithm.

To analyze the prediction accuracy of the CCS algorithm
in communities, multiple sets of prediction experiments
were conducted in the cognitive social network data package
using the CCS algorithm with the Central Graph algorithm
and the LAS algorithm, respectively, and network density
MSE curves and average clustering coefficient MSE curves
were obtained, as shown in Figures 7(a) and 7(b), where the
horizontal coordinates denote the sampling rate, and the
vertical coordinates indicate the MSE values of network
density and clustering coefficients. From Figures 7(a) and
7(b), we can get that (1) the MSE values of CCS prediction
algorithm fluctuate less than Central Graph algorithm and
LAS algorithm at different sampling rates, and the prediction
results of both CCS algorithms are very close to the real
network. (2) When the sampling rate is small, the MSE
values of Central Graph algorithm and LAS algorithm are
larger, while the MSE values of CCS algorithm are smaller,
and the prediction accuracy of CCS algorithm is still very
high. (3) When the sampling rate is larger, the error value of
the LAS algorithm gradually decreases and approaches the
real network results, while the CCS algorithm still has a
certain smaller error when the sampling rate is 1. Because in
the sampling process of the CCS algorithm, it makes full use
of the network community information and subcommunity
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Figure 6: Density CI distribution (a) and clustering coefficient CI distribution (b).
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random sampling to ensure the balance of the overall net-
work cognition of the sampled nodes, it can always maintain
a high prediction accuracy. When the sampling rate is 1, the
community merging rule of CCS algorithm relies on the
overall cognition of the community to complete the rela-
tionship determination instead of directly accessing the
relationship sender and receiver, and thus, there is a small
error even if all nodes are sampled.

+e CCS prediction algorithm in the community is more
stable, more accurate, and faster than other relationship
prediction algorithms under cognitive models.

4. Conclusion

+is paper addresses the relationship prediction method
under the social network cognitive model. Based on the
relationship prediction method under the cognitive model, a
relationship predictionmethod under the cognitive model of
college student group is proposed, that is, BTCS prediction
algorithm. +e cognitive nature of the nodes in the network
is exploited, and the cognitive model of social relationships is
combined with the relationship prediction technique to
design a new method of cognitive matrix merging under the
cognitive model of university student groups, which ach-
ieves the relationship prediction of complex social networks
with low sampling rate and reduces the sampling time;
secondly, two methods of threshold control and dichoto-
mous lookup are introduced, and the interrelationship be-
tween threshold and network topological relationship error
is analyzed, and the dichotomous lookup is used to optimize
the measurement process. +e method of dichotomous
lookup is used to optimize the measurement process and
improve the efficiency of threshold control. Based on the
characteristics of high node awareness within the same
college, a method for predicting college student group re-
lationships in colleges and universities is proposed, that is,
the CCS prediction algorithm. In social networks, network
nodes not only have cognitive properties but also have social
attributes. Due to the different social attributes among

nodes, the closeness and cognitive degree among nodes are
different. +e group relationship prediction method for
college students with random sampling under the cognitive
model exploits the node cognitive characteristics to reduce
the effects of response time, data packet loss, and individual
behavior. Experimental results show that the CCS prediction
algorithm in colleges and universities is more stable, more
accurate, and faster than other group relationship prediction
algorithms for college students under cognitive models.
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Landscape and Urban Planning, vol. 214, Article ID 104137,
2021.

[21] X. Xu, Q. Zhang, and X. Chen, “Consensus-based non-co-
operative behaviors management in large-group emergency
decision-making considering experts’ trust relations and
preference risks,” Knowledge-Based Systems, vol. 190, Article
ID 105108, 2020.

[22] Y. J. Lee and E. M. Anderman, “Profiles of perfectionism and
their relations to educational outcomes in college students: the
moderating role of achievement goals,” Learning and Indi-
vidual Differences, vol. 77, Article ID 101813, 2020.

[23] D. Hadar-Shoval, M. Alon-Tirosh, and H. Morag, “Social
relations between students from two groups in conflict: dif-
ferences in stereotypes and perceived social distance between
Jewish and Arab nursing students,” Nurse Education Today,
vol. 78, pp. 5–9, 2019.

[24] J. C. Rodil, A. Meca, K. K. Allison et al., “Measurement in-
variance testing for the United States identity scale (USIS)
across non-hispanic black and white college students,” In-
ternational Journal of Intercultural Relations, vol. 86,
pp. 134–144, 2022.

[25] J. Zhou, H. Scott, E. S. Huebner, and L. Tian, “Co-develop-
mental trajectories of psychological need satisfactions at
school: relations tomental health and academic functioning in
Chinese elementary school students,” Learning and Instruc-
tion, vol. 74, Article ID 101465, 2021.

[26] C. S. Song, C. Xu, E. A. Maloney et al., “Longitudinal relations
between young students’ feelings about mathematics and
arithmetic performance,” Cognitive Development, vol. 59,
Article ID 101078, 2021.

[27] S. Du, Z. Chen, H. Wu, Y. Tang, and Y. Q. Li, “Image rec-
ommendation algorithm combined with deep neural network
designed for social networks,” Complexity, vol. 9, Article ID
5196190, 2021.

Scientific Programming 9


