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Building automation is one of the most popular trends in the 21st century, as it provides buildings with modern and luxurious
touches. Furthermore, voice-controlled automation systems are very convenient for the current fast-paced life style as people need
to quickly, e�ciently, and safely control everything around them.�e goal of this article is to provide a skeleton for implementing
voice control to a building automation system. �e article also presents and evaluates a use case of the proposed skeleton
integrated with a KNX-based o�ce automation system. �rough the integrated system, lights and blinds are controlled and
sensors are polled using voice commands from an authorized personal. �is article serves as an educational reference for
engineering students interested in applying authorized voice control capability to automation systems.

1. Introduction

With the emerging Internet of things (IoT), smart building
automation is gaining massive popularity [1–4]. A building
automation system (BAS) is normally installed to control
and monitor services such as heating, cooling, ventilation,
lighting, shading, and security. Nowadays, automation
systems are deployed in commercial buildings (e.g., o�ces,
malls, factories, hotels, and medical institutions) as well as
residential buildings (e.g., houses and apartments). In the
commercial domain, the main goals of a BAS are to reduce
energy consumption and facilitate building monitoring,
maintenance, and operation. In the residential domain, a
BAS helps people achieve many of their daily routines ef-
�ciently while maintaining their comfort, which is especially
needed for elderly and individuals with disabilities. To
achieve the aforementioned goals, a BAS allows users to
control devices/appliances/services either according to the
readings of a network of specialized sensors or according to
their personal preferences. For example, a home automation
system might allow a resident to control the electrical light

intensity according to his/her mood or according to the
measured natural light intensity in the room in order to save
electricity.

Traditional building automation systems interact with
the user using a graphical user interface [5–8]. On the other
hand, recent automation systems (e.g., Alexa [9], Apple [10])
integrate voice control for extra convenience and �exibility.
�ere are two main approaches to implement voice rec-
ognition module for a BAS: �rst, an o�ine approach that
relies on trained machine learning algorithms capable of
recognizing uttered control commands.While this approach
provides better availability as it does not require Internet
connection, it requires substantial amount of training data in
order to achieve high recognition accuracy. �e second
approach is to leverage one of the voice recognition services
that are available through cloud APIs such that the actual
voice processing is performed in the cloud and the BAS is
only responsible for processing the returned textual data and
translating it into actions.

Integrating voice recognition with a BAS is especially
important for people who su¢er from paralysis. Every year,
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around 18,000 new spinal core injuries, which are the main
cause of paralysis, are registered in the United States [11].
,e main causes of these new cases are accidents, diseases,
and acts of violence. ,e most severe types of physical
paralysis are monoplegia, hemiplegia, paraplegia, and
quadriplegia [12]. People with monoplegia suffer from pa-
ralysis in one upper or lower limb (i.e., one arm or one leg),
while people with hemiplegia suffer from paralysis in one
arm and one leg on the same side of the body. More severely,
people with paraplegia cannot move both lower limbs, while
people who suffer from quadriplegia lose the ability to
voluntarily move any of their upper or lower limbs. Al-
though paralyzed people can be intellectually capable, they
normally cannot perform their daily activities like ordinary
people and they need continuous support and monitoring.
By integrating voice recognition with home/office auto-
mation systems, paralyzed people can control all devices and
appliances around them; hence, live a normal life and be
productive members of the society with minimal
supervision.

,e main contributions of this article are as follows:

(I) Deriving a skeleton for integrating voice control
with any building automation system. ,e proposed
voice control skeleton supports online and offline
modes. During online mode (i.e., Internet connec-
tion is available), the skeleton relies on Google
Speech Recognition API to recognize user com-
mands and to allow other smart features (e.g., web
search and run applications). During offline mode,
the skeleton utilizes an adapted version of the
CMUSphinx open-source speech recognizer [13]. In
addition, the proposed skeleton uses a wake-up-
word (WUW) model with speaker verification, so
that the control commands are only initiated by the
authorized user.

(II) Implementing the proposed skeleton and integrat-
ing it with an office automation system as a proof of
concept use case.,e office is equipped with Konnex
(KNX) components (e.g., lightning, blinds/shutters,
heating, and air-conditioning) [14]. ,e integrated
system allows the user to issue voice commands in
order to control the KNX components (e.g., “turn on
all lights”).

,e rest of the article is organized as follows: Section 2
provides some background on KNX automation systems,
Section 3 presents related work, and Section 4 covers the
voice control skeleton design. Section 5 describes the ex-
perimental use case along with the results, and Section 6
concludes the article.

2. KNX Automation Systems

Building automation or smart building is the process of
transforming traditional buildings into ones that can be
automatically controlled using electronic devices (e.g.,
computers). Most modern buildings are smart with many
smart devices [15]. One of the most widely used building
automation standards is Konnex (KNX) [16]. KNX is an

open standard that is based on three previous standards: the
European Home Systems Protocol (EHS), BatiBUS, and the
European Installation Bus (EIB or Instabus). KNX is a
standardized technology, which controls the automation of
integral functions of any residential, commercial, or in-
dustrial building.

KNX uses a wired bus system for building automation
using a central software provided by KNX association, which
is called Engineering Tool Software (ETS). ETS provides
creating projects, configuring KNX devices, and a huge
products’ catalog and database of KNX devices from various
manufacturers such as Siemens and ABB. KNX enables
various areas of a building to be controlled, link them to-
gether, and adjust them to each other. ,is includes, for
example, controlling, managing, and monitoring of lighting,
roller shutters, security, energy management, heating,
ventilation, air-conditioning (HVAC) systems, and many
other applications.

KNX achieves its functionality by utilizing dedicated
controllers that are connected with abundant and diverse
sensors and actuators using an open worldwide standard
with over 300 different manufacturers producing products
that all interwork and operate together seamlessly. KNX
operates by ensuring all components, devices, features, and
functions of any building (or outdoor space) communicate
via one common language (i.e., KNX standard) instantly and
remotely as depicted by Figure 1. Moreover, KNX offers
interfaces to many other technologies, such as Ethernet
(LAN) and lighting controls with DALI and BACnet net-
work, making it easy to exchange information and data via
the KNX network. In particular, the KNXnet/IP supports
connection to building control (e.g., OPC, PROFINET,
SIMATIC S7).

,e basic unit of the KNX communication protocol is
the Telegram, which is similar to the TCP/IP data packet. A
telegram contains several fields such as control field, source
address, and receiver address [17]. Figure 2 shows the
telegram structure. Each KNX device deployed as part of an
automation system is configured with an individual address
of 16 bit. ,e individual address is divided into three
fields—4-bits for area, 4-bits for line, and 1-byte for device as
shown in Figure 3. ,e source address field in the telegram
represents the individual address of the sender.

In addition, each functionality or channel of KNX de-
vices has a group address. ,e group address can be shared
between two or more functionalities/channels inside the
same device or different devices. Figure 4 shows how the
group address can be formatted in two levels (i.e., main
group and subgroup) or three levels (i.e., main group, middle
group, subgroup) [17]. ,e group address requires only 15-
bits (i.e., bit D15 is reserved).,e receiver address field in the
telegram can be either an individual address in the case of
point-to-point connection or a group address in the case of
multicast/broadcast connection.

,e N-PDU field in the telegram is destined/generated
by the network layer, and it consists of two parts—8-bit value
and T-PDU as shown in Figure 2. ,e most significant bit in
the 8-bit field determines whether the receiver address is an
individual or group address. ,e next 3-bits provide routing
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information, and the following 4-bits provide the length of
the payload. ,e T-PDU part is destined/generated by the
transport layer, and it consists of two parts: 6-bit value and
A-PDU. ,e most significant 2-bits in the 6-bit field de-
termine the type of the transport layer communication, and
the next 4-bits represent the sequence number for numbered
communication types. ,e A-PDU is destined/generated by
the application layer, and it represents the actual useful
information (i.e., payload). More information about the
telegram structure can be found in Ref. [17].

3. Related Work

In this section, we first discuss previous work related to
building automation systems in general. Second, we present
the most recent related work in the area of voice-controlled
building automation systems. ,e second part of the related
work is divided into three subsections according to the type
of the deployed speech recognition mechanism. ,e author
in Ref. [18] provided the basic principles and technologies
for building automation. ,e work discusses four main is-
sues related to building automation: network communica-
tion protocols and standards, integration and interfacing of
building automation subsystems and multiple building
systems, control strategies, configuration, and technologies
for automation control.

Sauter et al. discussed the historical evolution of factory
and building automation systems [19]. ,e article lists
typical services provided by building automation systems:
climate control, visual comfort, safety, security, trans-
portation, one-way audio, energy management, supply and
disposal, communication, and information exchange. Re-
garding building automation, the authors concluded that the
main challenge lies in the applications due to the large
amount of data collected from an increasing number of data
points. To overcome this challenge, smart ways of data
processing are required. In Ref. [20], the authors provided a
more detailed overview by discussing the fundamental
concepts, features, standards, and requirements of building
automation systems. Different building automation tech-
nologies (e.g., BACnet, KNX, and ZigBee) were analyzed and
compared according to the coverage of the functional as-
pects (i.e., grouping, event notification, alarm notification,
historical data access, scheduling, and scenarios). ,e au-
thors concluded that no specific technology is capable of
providing all required functionalities of building
automation.

An important domain of building automation is its
efficiency in reducing energy and improving occupants’
quality of life. ,e authors in Ref. [21] discussed the im-
portance of building automation and control systems
(BACSs) and technical building management (TBM) sys-
tems in optimizing building performance and gave a general
framework for the analysis of the performance for a wide
range of BACS. ,e framework focuses on the need for
building performance simulation, data analytics, perfor-
mance tracking, and the need for sensors and actuators to
measure the quality of building environment.

,e research work in Ref. [22, 23] focused on the in-
teraction opportunities between occupants and building
automation systems. In Ref. [22], the authors focused on
scaling the demand management programs from the level of
a single building to the level of a district microgrids. Al-
though modern building automation systems integrate
thermostatic control with improved sensors and data ana-
lytics to reduce energy consumption by regulating the
thermostat set point, the demand management actions are
either predetermined by a field engineer or set by the user
with static rule-based options. As a result, the efficacy of
these systems is not fully exploited as aspects such as thermal
inertia, real-time user activity, and weather conditions are
ignored. To overcome this shortage, the authors proposed a
distributed demand management system with three main
features: first, using feedback mechanisms to scale up the
states of the different buildings (i.e., temperatures, occu-
pancy schedule, availability of renewable energy) to district-
level microgrids; second, integrating occupant behavior
using multiobjective optimization; And third, leveraging
feedback-based “personalized” corrections for each building
to provide consistent performance against weather condi-
tions and user behavior at the district level. ,e simulation
results of the proposed system show improvement in the
energy cost and reduction in the percentage of people
dissatisfied.

In Ref. [23], Baldi et al. tackled the inefficiency associated
with using fixed rules to manage thermostatic loads of
buildings. ,ese rules represent a barrier against dynamic
load regulation according to rooms geometry, orientation,
and human occupancy (i.e., smart zoning). ,e authors
proposed to formulate the problem as multiple-mode
feedback-based optimal control problem and solve it by
specifying the parameters of the possible control strategies
and adaptively finding the optimal strategy. ,e proposed
solution reduces energy consumption by 15% and increases
thermal comfort by 25% when compared to strategies with
predetermined rules. On the other hand, the proposed so-
lution reduces energy consumption by 4% and increases
thermal comfort by 8% when compared to optimized
strategies without smart zoning.

,emain idea in Ref. [24–26] is to improve the efficiency
of building energy management systems (BEMS). ,e au-
thors in Ref. [24] discussed the potential of using Internet of
Energy (IoE) to solve the efficiency problems of BEMS such
as energy data loss and energy overloading. Analogous to
data generation, storage, and transmission in IoT and smart
grid, IoE facilitates the generation, storage, and transmission
of energy using different types of nodes such as renewable
sources, batteries, and transformers, respectively. ,e de-
mand and supply information from IoE can help to reduce
buildings power consumption. In Ref. [25], the authors
proposed an optimization control system for indoor thermal
comfort and building energy consumption using predictive
mean vote and simplified thermal model. ,e proposed
system can efficiently regulate heating, ventilation, and air-
conditioning systems of buildings. Hettiarachchi et al.
proposed an IoT-based energy management system to re-
duce energy wastage caused by shortage of monitoring and
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automation [26]. ,e proposed system utilizes a trained
XGBoost machine learning model hosted on the cloud to
predict consumption based on device and sensor data (e.g.,
electricity load, weather data, and temperature) collected
and stored on the cloud as well. ,e predictions can be used
either to perform manual adjustment of device operation by
the user or to perform automatic adjustment with priority
given to devices tagged as critical.

3.1. Hardware-Based Speech Recognition for Voice Control.
In this subsection, we focus on the related work, which
leverages specialized hardware components for the speech
recognition of control commands. In Ref. [27], Guo et al.
described the implementation of a voice-controlled home
automation system using the embedded sound-controller,
SUNPLUS SPCE061A, combined with Microchip 2.4GHz
ZigBee modules. A multistage algorithm and the speech
recognition library provided by SUNPLUS are used to de-
termine the target room, appliance, and operation. Examples
of tested commands are (living room, light, ON) and
(bedroom, TV, volume up). No recognition accuracy results
are presented. Similarly, the authors in Ref. [28] added
multiple LD3320 voice recognitionmodules to ZigBee-based
home automation network.,e LD3320 is based on speaker-
independent automatic speech recognition (SI-ASR) tech-
nology with a built-in library. Although the recognition
accuracy of the LD3320 module is high (i.e., 95%), only 50
keywords of specific languages can be recognized.

,e authors in Ref. [29] proposed a smart system to
control distributed home appliances using either voice or
gesture commands.,emain purpose of the proposed system
is to improve the quality of life for senior citizens and people
with disabilities. ,e system mainly consists of a transmitter
module and a receiver module. In the transmitter module, a
microcontroller receives input commands from an audio-
capturing device and a tilt sensor. After processing the input
command, an RFmodule is used to transmit the signals to the
appliance of interest. In the receiver module, the received
signals are forwarded to a microcontroller, which control the
relay of the device of interest.

In Ref. [30], the authors proposed a multifunctional
smart home automation system. ,e system leverages a
dedicated hardware called Voice Recognition Module (V3)
[31], which can be adapted to a particular speaker’s voice.
,e module supports up to 80 voice commands and requires
two setup steps: training and loading. ,e authors tested the
system using 10 speakers (5 males and 5 females) to train the
voice recognition module and then measure the best dis-
tance between the speaker’s mouth and the microphone and
the average number of attempts for the command to be
correctly recognized. ,e experimental results showed that
the best distance is between 1 cm and 15 cm and the average
number of attempts is between 1 and 1.3 for various
commands.

3.2. Off-the-Shelf Software-Based Speech Recognition forVoice
Control. In this subsection, we focus on the related work,
which leverages off-the-shelf free software packages for the

speech recognition of control commands. ,e Wolfram
Alpha, a cloud-based API, is used in Ref. [32] to recognize
the spoken command and send it to the desired home
appliance through a Raspberry Pi board. Unfortunately, no
analysis of the recognition accuracy is provided for the
system. In Ref. [33], the authors presented the design and
implementation details of the wireless home automation
system. ,e system consists of three main components: a
microphone module to capture voice commands, a cen-
tralized controller to receive and process (i.e., filter and
sample) commands before sending them to a personal
computer for recognition, and appliances’ control modules
to receive the recognized commands and control the ap-
pliances’ operations accordingly. ,e speech recognition
part was accomplished using Microsoft Speech AI library.
Using 1225 commands from 35 male and female subjects,
the recognition accuracy was 79.8%.

Amobile application is proposed in [34] to provide voice
and touch control of home automation. ,e mobile appli-
cation leverages free applications on Google Play Store (i.e.,
AMR-Voice and Arduino Bluetooth Controller) to receive
voice commands and provide a graphical user interface of a
remote control. ,e Arduino Uno board acts as the main
controller and is connected to the application via Bluetooth.
However, the authors did not provide any recognition ac-
curacy results. In Ref. [35], the authors proposed to use
Kinect V2 to receive voice commands and then send them to
a trained computer system with Microsoft Speech Recog-
nition Engine for identification. ,e reported accuracy is
95% when the distance between the user and the Kinect is
less than four meters and when the noise level is less than
53 dB.

,e authors in [36] discussed and evaluated three ap-
proaches to implement voice control for smart home au-
tomation. ,e first approach relies on a cloud-based voice
recognition service and a cloud-based home automation
system (e.g., Google Speech API, Amazon Alexa voice
services, and Bing speech API). ,e second presented ar-
chitecture relies on a local home automation system with a
gateway to a cloud-based voice recognition service (e.g.,
Google Speech API and Bing speech API). ,e third ap-
proach leverages an offline voice recognition engine inte-
grated with the local home automation system.

In [37], the authors proposed a smart home automation
system with voice control using BitVoicer software [38]. ,e
system is built using an Arduino board, set of specialized
sensors, RF receiver/transmitter, and Ethernet shield. ,e
system has two operational modes: automatic mode, which
controls the appliances according to sensor readings without
user intervention, and manual mode, which controls the
appliances according to user voice commands. ,e system
was tested using light emitting diodes (LEDs) instead of
actual appliances, and no accuracy results are provided.

,e authors in Ref. [39] developed a voice control home
security and automation system. ,e security aspect of the
project is simply represented by an SMS message sent to the
user whenever an ultrasonic sensor detects any motion.
Voice recognition is achieved by capturing the voice com-
mands and converting them to text using an Android mobile

Scientific Programming 5



application (i.e., AMR-Voice), and then, the text is sent to
the main microcontroller using Bluetooth for analysis. Only
ON/OFF commands are used for testing, and LEDs are used
as outputs instead of real appliances.

Putthapipat et al. implemented a speech recognition
gateway [40] on top of the previously published home au-
tomation framework, PiFrame [41]. PiFrame runs full-fea-
ture Linux OS to shorten the development cycle and reduce
system’s limitation. Google Speech API is used to convert
voice commands into text and send it back to the PiFrame,
which controls the home appliances accordingly. Most re-
cently, Vishwakarma et al. [42] presented a smart home
automation system using IoT. User commands can be re-
ceived as voice commands through Google Assistant or
through a web-based application in cases of noisy
backgrounds.

3.3. Bespoke Software-Based Speech Recognition for Voice
Control. In this subsection, we focus on the related work,
which implements customized software speech recognition
engines to identify control commands. In Ref. [43], the
authors presented a voice-controlled home automation
system using natural language processing (NLP) and In-
ternet of ,ings (IoT). According to the authors, the system
provides better control of the home appliances than the
traditional mimicking of ON/OFF switching. ,e central
component of the system is a mobile application, which is
responsible for processing the user voice commands using
artificial intelligence (AI) and NLP algorithms. In addition,
the system contains MKR1000 Arduino boards connected to
home appliances. ,e MKR1000 boards receive the com-
mands from the mobile application and collect responses
and send them back. ,e authors neither provided any
elaborations on the supported commands nor presented any
voice commands recognition accuracy results.

A phoneme-based voice recognition engine is proposed
in Ref. [44] and is utilized to control a home automation
system. ,e proposed engine consists of four stages: end-
point detection, feature extraction using Mel frequency
cepstral coefficients (MFCCs), phoneme recognition using
support vector machine (SVM), and word recognition using
SVM. ,e reported average recognition accuracy using a
sample of 7 words and 10 utterances per word (i.e., 70
utterances) is 90.1% with an average recognition time of 0.91
second. In Ref. [45], the authors implemented a voice
command interface (VCI) for smart home automation
systems. ,e proposed VCI defines the patterns of com-
mands that can be mapped to the functionalities and lo-
cations of home devices. ,e VCI is compatible with the
existing voice recognition services (e.g., Alexa from Ama-
zon) and customized ones. ,e authors only confirmed that
the VCI is successfully operational without any recognition
accuracy results.

Compared to previous literature, this article describes a
general approach that can be used to integrate voice control
with wake-up word and speaker verification to any existing
building automation system. ,e complete design details of
the proposed approach are presented. In addition, the

proposed approach is implemented and tested using an
office automation system with KNX equipment. Finally,
recognition accuracy for three speakers is measured and
reported.

4. Skeleton Design Details

In this section, we start by discussing the flow diagram of the
proposed voice control system shown in Figure 5. Upon
initializing the system, a wake-up word (WUW) engine is
activated. ,e WUW engine recognizes and records human
voice, and then, it checks if the recorded audio file contains a
predetermined wake-up word (e.g., Hey Computer). Once
the wake-up word is detected, the recorded audio file is used
to authenticate the user via a speaker verification module.
After the speaker is verified, the Internet connectivity is
checked to select the most appropriate speech recognition
scheme (i.e., online or offline recognition). For online speech
recognition, the Google Speech recognition API and a
natural language processor are used to identify the desired
functionality and whether there are any defined responses to
be generated and processed. For offline speech recognition,
the proposed system leverages an adapted version of the
famous CMUSphinx toolkit to recognize predefined auto-
mation commands. Next, we discuss the details of each stage
separately.

4.1. Wake-Up Word Engine. Wake-up word (WUW) de-
tection, also called automatic voice trigger, is one of the most
prominent applications related to speech recognition. In
order to attract system’s attention, the user should utter a
predefined WUW that the system is trained to recognize.
WUW detection can be achieved using algorithms that are
based either on pattern matching with predefined templates
or on the automatic speech recognition (ASR) framework.
,e latter type is more robust and generalized.

,e steps associated with a typical ASR-based WUW
detection process are discussed in Ref. [46] and reproduced
in Figure 6. After speech enhancement algorithm, a voice
activity detection (VAD) module continuously detects hu-
man speech and acoustic events. Afterwards, the features of
the detected speech are extracted and inputted to a decoder,
which cooperates with an acoustic model to complete the
delicate alignment of the speech phoneme boundaries. For
each speech unit that is output from the decoder, a variety of
confidence metrics are calculated frommultiple perspectives
and a classifier is used to determine whether the processed
speech is the predetermined WUW or not.

,ere are multiple readily implemented WUW engines
that can be utilized to add voice control for automation
systems such as the Snowboy hotword detection engine [47]
and the Porcupine wake word detection engine [48]. Both
engines are lightweight (i.e., have low memory footprint),
highly customizable (i.e., user can define and train his/her
own single or multiple wake-up words and determine the
detection sensitivity), and portable. However, when com-
paring the two engines in terms of detection accuracy and
CPU usage, Porcupine is 5.7 times more accurate than
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Snowboy while requiring 6.5 times less CPU usage [49]. In
addition to the licensed business editions, these engines have
open-source personal editions.

4.2. Speaker Verification. Speaker recognition (SR) is the
process of recognizing the speaking person based on the
voice bio-metrics extracted from the speech signal. SR in-
cludes speaker identification (SI), speaker diarization (SD),
and speaker verification (SV). SI is the process of deter-
mining which preregistered speaker is speaking. In other
words, SI answers the question (who is speaking?) [50]. On
the other hand, SD receives an audio file with multiple
speakers as an input and the output is a separate audio signal
for each speaker. In other words, SD answers the question
(who spoke what and when?) [51]. SV is the process of
authenticating the identity of a speaker.

In building automation, SV is the most relevant as it is
used to determine whether or not a specific speaker has
permissions to use the system. SV can be classified either as
text-dependent (i.e., verification is done for a predetermined
phrase) or text-independent (i.e., verification is done for any

spoken phrase) [52]. In this work and as shown in Figure 5, a
recorded audio file with the correctly detected predefined
WUW is provided by the WUW engine to the SV engine in
order to authenticate the speaker. Next, we present two
possible techniques to implement the more general text-
independent SV despite that the proposed skeleton always
validates the speaker for the same phrase (i.e., the pre-
determined WUW).

,e first technique is based on a Gaussian mixture model
(GMM) fitted to the voice features of the user with per-
missions to control the automation system of concern. A
Gaussian mixture is a function consisting of several
Gaussians, each of which is determined by kϵ (1, . . ., K),
where K is the number of clusters in the dataset. Figure 7
shows the process of generating a GMM file for a specific
authorized user. ,e features vectors of N audio files from
the targeted user are extracted and used to train the GMM
and generate its output file.

,e feature extraction in SV is normally based on
MFCCs, filterbank energies, and delta functions, which can
be applied using python_speech_features library. SciKit-
learn Python machine learning can be used to define the
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GMM. �e input audio �les might need to be processed for
noise reduction, sample rate changing, and format con-
version using libraries such as Librosa and pysndfx with
sound exchange (SoX) package.With every access trial to the
automation system, the features vector extracted from the
audio �le, which contains the correctly detected WUW is
inputted to the created GMM �le. �e GMM uses the score
method to compute the cosine similarities between the input
vector and the dataset used for training. �e output of the
score method is compared to a predetermined similarity
threshold (e.g., 95%) to authenticate the user.

�e second technique is based on residual neural net-
work (ResNet), an arti�cial neural network (ANN) that
utilizes skip connections or shortcuts to jump over some
network layers in order to mimic the pyramidal cells in the
cerebral cortex. Normally, ResNet models are implemented
using two- or three-layer skips with in-between recti�ed
liner units (ReLUs) and batch normalization. Similar to the
�rst technique, feature extraction for the dataset can also be
achieved using the python_speech_features library.

In order for the ResNet model to verify a speci�c speaker,
the features extracted from the audio �les of this speaker
need to be included in the training set of the model. During
training, enrollment embeddings are generated from the
audio features of each speaker and saved. With every access
trial to the automation system, the feature extracted from the
audio �le, which contains the correctly detected WUW, is
inputted to the trained ResNet to generate its embeddings
and compare them to the enrolled embeddings. �e com-
parison score determines whether speaker is veri�ed or not
according to predetermined threshold.

4.3. Automatic Speech Recognition. Automatic speech rec-
ognition (ASR) is the �eld in which algorithms and pro-
cedures are developed to translate the spoken languages into
text. To achieve this task, the ASR process converts the
spoken sentences into audio signals and apply statistical
models to extract the audio statistical properties such as Mel
Frequency Cepstrum Coe�cients (MFCCs), Linear Pre-
dictive Cepstral Coe�cients (LPCCs), and discrete Fourier
transform (DFT). Based on the collected features, the
phoneme and word identi�cation is done using pattern
recognition probabilistic models such as hidden Markov
model (HMM) and Gaussian mixture model (GMM).

Recent ASR techniques leverage the advances in deep
learning and big data �elds. �e latter is clear by the wide
industrial adoption of deep learning techniques to perform
ASR tasks. Siri, Alexa, Google Assistant, and Cortana are
examples of voice assistants that use state-of-the-art speech
recognition technologies to translate and understand the
spoken sentences and take actions such as schedule a
meeting and place purchase orders.

One way to perform ASR is by handing o¢ the task to
cloud servers on which the recognition models and data are
installed. We refer to this approach as online speech rec-
ognition. On the other hand, o�ine speech recognition does
not require Internet connection because the models are
installed locally on the device. Accuracy, speed, security, and
maintenance are aspects that should be taken into consid-
eration when deciding which ASR approach to use (i.e.,
online vs o�ine). �e skeleton proposed in this article
deploys an online ASR model that is used whenever an
Internet connection is present to bene�t from the high
recognition accuracy. At the same time, the skeleton deploys
an o�ine model that is only used when no Internet con-
nection is present to provide availability.

In a typical online speech recognition engine, a voice
signal is captured in the local system through a microphone
and sent over the Internet to designated servers in order to
be processed by machine learning techniques and converted
to text (i.e., speech to text). �e text is then returned to the
local system and inputted to a natural language processor for
recognition.�ere are multiple popular cloud-based speech-
to-text APIs that one can leverage such as Google Cloud
Speech API, IBM Watson Speech to Text, Microsoft Azure
Bing Speech API, and Amazon Transcribe.

Natural language processing (NLP) is a sub�eld of AI
that allows computers to understand and process human
spoken languages. In this skeleton, the purpose of NLP is to
extract a meaningful command (e.g., light_one_on) from a
spoken sentence (e.g., switch on light number one). A typical
natural language processor performs the following steps
[53]:

(i) Sentence segmentation: each paragraph is divided
into separate sentences.

(ii) Word tokenization: each sentence is divided into
separate tokens (i.e., words).
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Feature
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wav 1

wav 2
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Training
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File

Figure 7: GMM for speaker veri�cation.
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(iii) Predicting parts of speech: each token is identified
as a noun, verb, adjective, etc.

(iv) Lemmatization: each token is converted to its base
or dictionary form; that is, all inflections are re-
moved (e.g., “switching” becomes “switch”).

(v) Identifying stop words: each token that represents
a stop word (e.g., “and,” “a,” “the”) is filtered out.

(vi) Dependency parsing: the relationships between
tokens are identified.

(vii) Named entity recognition: each noun token is
labeled with real-word concept that represent it.
For example, “John” is labeled as “People’s name.”

(viii) Conference resolution: each token that represents
a pronoun (e.g., “it,” “he,” “she”) is associated with
the token to which it refers.

Depending on the nature of the targeted speech, a subset
of the above steps can be used to a perform the required
NLP. ,e proposed skeleton targets identifying user com-
mands for automation systems, which are normally short
sentences with specific desired actions; hence, word toke-
nization, lemmatization, and identifying stop words can be
sufficient to recognize the spoken command as discussed
later in Section 5.2.

In offline speech recognition, the entire recognition
process is completed locally using dedicated software. ,e
process consists of receiving an acoustic waveform, dividing
it in order to isolate sounds from noise and silence, and
analyzing the sounds to determine the best matching set of
words. ,ere are multiple offline speech recognition plat-
forms that are free, open source, and customizable such as
CMUSphinx and Mozilla DeepSpeech. CMUSphinx accu-
mulates 20 years of research at Carnegie Mellon University
and is continuously updated to utilize most recent tech-
nologies. DeepSpeech engine is based on open-source code
algorithms and Google TensorFlow machine learning
toolkit.

4.4. Security Aspects. Any automation system with autho-
rized access might be at risk of attacks that could bypass the
authentication step. For systems with speaker verification,
examples of such attacks include deepfake audio attacks and
replay attacks. Deepfake audio attacks are still no the rise as
there are many reports of deepfake attacks that tricked
human beings but there are no reported cases where ma-
chines were exploited. On the other hand, there are many
reports of successful replay attacks. For example, the authors
in Ref. [54] claim that when a recorded voice of an Amazon
Echo device owner was replayed asking: “Alexa, who am I?”,
the system replied with the owner’s name. Similar vulner-
ability was reported in “Google Home” system because it
only verifies the wake-up word, which is “OK Google”;
whatever the user says after that is not verified.

Similarly, the proposed skeleton only authenticates the
WUW, which makes it vulnerable to replay attacks. So, if
another user gives a command after the authenticated owner
utters the WUW, the command will be executed. ,e

question here becomes what are the risks of such attack? To
answer that, the probability of the attack and its impact need
to be analyzed. ,e impact of reply attacks heavily depends
on the criticality of the system controlled by the skeleton. For
example, the use case of the office automation system dis-
cussed in Section 5 has low criticality; hence, no high risks
are posed (e.g., high electricity bill for keeping lights ON for
long hours). However, if highly critical systems are con-
trolled (e.g., automation systems in hospitals), then the
probability of such attacks needs to be reduced by deploying
techniques such as higher-order spectral analysis (HOSA)-
based features to capture traces of replay attacks [54]. ,e
detailed analysis of the probability and impacts of the se-
curity aspects will be addressed in future work.

5. Experimental Setup and Results

As a test case, the proposed skeleton is integrated into a
KNX-based office automation system, which is described in
the following subsection. Afterwards, the implementation
details of the skeleton and the experimental results are
presented.

5.1. KNX-Based Office Automation System. ,e under-study
office automation system is built using the KNX devices and
components described below. ,e drivers of devices used in
the system are downloaded from ETS devices catalog or
from the SIEMENS official website. ,e office monitored
physical parameters include presence, humidity, tempera-
ture, and carbon dioxide (CO2) levels, while the control
parameters were selected to be three rows of lights and a
blind shutter. ,ese parameters were selected to demon-
strate the ability to voice control the main aspects of a BAS
that is energy management, control, and monitoring. Fig-
ure 8 illustrates a reduced KNX diagram of the full sche-
matics of the tested system.

As mentioned in Section 2, the programming/configu-
ration of the KNX devices in our office is done using the ETS.
Each KNX device has a specific button that must be pressed
such that it can be programmed/configured. Moreover, each
device and functionality must be configured with a group
address and a specific datapoint type (DPT) to determine the
value set or sent to that device/functionality. Table 1 lists the
KNX devices installed in our experimental office along with
their configuration parameters.

5.2.KNXSwitching/DimmingActuator. ,is device provides
three channels (i.e., A, B, and C) of switching and dimming
functionalities for lights and three sensor channels. In our
office, three rows of lights are connected to the three
switching/dimming channels in order to control each light
independently. ,e installed lights do not support dimming
functionality; hence, it is sufficient to only use a 1-bit KNX
DPTas shown in Table 1 in order to switch each row of lights
ON/OFF. If the dimming functionality was available, a more
complex structured DPT would be required (i.e., 3.007
DPT_Control_Dimming). In addition to lighting, a presence
detector with integrated brightness sensor is also connected
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to this actuator. At the current stage of our implementation,
only the brightness sensor is leveraged to report the o�ce
brightness level through a 2-byte �oat DPT in the illumi-
nance unit (i.e., Lux). �e measured brightness can be used
to control the movement of the shutter blinds through the
KNX shutter actuator described below.

5.3. KNX CO2, Humidity, and Temperature Sensor. �is
sensor has three functionalities: �rst, it measures the CO2
concentration level in the air (i.e., air quality measurement)
with 2-byte �oat DPT in parts per million (ppm) unit.
Typical CO2 concentrations in occupied indoor spaces with
good air exchange are in the range of 350-to-1000 ppm.
Second, the sensor measures the air humidity percentage in
the room using a 2-byte �oat DPT. �ird, the room tem-
perature is measured in Celsius degree unit using a 2-byte
�oat DPT.�e three readings can be used to control heating,
ventilation, and air-conditioning (HVAC) in the o�ce.

5.4.KNXShutterActuator. �e shutter actuator has a switch
functionality that is used to move the o�ce blinds up or
down. �e con�guration in Table 1 shows that 1-bit DPT
(i.e., 1.008 DPT_UpDown) is used to control the movement

of the o�ce blinds (i.e., 0 for up and 1 for down). �is
indicates that the blinds in our testing environment will be
either all the way up or all the way down. However, one
could con�gure an extra 1-bit DPT to start/stop blinds
movement (i.e., 1.010 DPT_Start) or a more complex
structured DPT (i.e., 3.008 DPT_Control_Blinds) given that
it is supported by the actuator.

5.5. KNX IP Router. �e KNX IP router is the interface
between the KNX bus and the computer system, which runs
the ETS for con�guration and the proposed voice command
application for controlling the o�ce automation system.
Using Ethernet connections, the router forwards telegrams
with required functionalities to the targeted devices. �e
telegrams are forwarded between di¢erent KNX lines
through a LAN as a fast backbone (i.e., KNXnet/IP Routing
connection).

5.6. Voice Control Application. �e proposed skeleton is
implemented as a voice control desktop application using
python programming language version 3.6. �e application
imports the asynchronous python library for KNX (i.e.,
XKNX) that supports a huge number of devices’ DPTs,

Table 1: KNX device con�guration.

Device/functionality Group address KNX Datapoint id and name Datapoint size
Switch channel A (light 1) 1/1/1 1.001 DPT_switch 1 bit
Switch channel B (light 2) 1/1/2 1.001 DPT_switch 1 bit
Switch channel C (light 3) 1/1/3 1.001 DPT_switch 1 bit
Presence detector with brightness sensor 1/1/150 9.004 DPT_value_lux 2 byte (�oat)
CO2 sensor 1/3/1 9.008 DPT_value_airquality 2 byte (�oat)
Humidity sensor 1/3/2 9.007 DPT_value_humidity 2 byte (�oat)
Temperature sensor 1/3/3 9.001 DPT_value_temp 2 byte (�oat)
Blind shutter actuator 1/6/3 1.008 DPT_updown 1 bit

I.A.: 1.1.1
GA: 1/3/3

230V

KNX

I.A.: 1.1.2
GA: 1/1/1

I.A.: 1.1.3
GA: 1/6/3

I.A.: 1.1.4
GA: 1/3/1

CO2

{n}

T

1

Figure 8: O�ce basic KNX schematics.
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which are defined and ready to use. In addition, the XKNX
library leverages the asynchronous start () and stop ()
functions along with the async/await syntax of the Asyn-
chronous I/O python library (i.e., asyncio) to provide
gateway scanning and tunneling to the KNX IP router.

For WUW detection engine, the application utilizes the
Porcupine wake word detection engine version V1.8, which
was chosen for the reasons mentioned in Section 4.1 and
because it supports Windows OS. Since the proposed voice
control application is implemented on a desktop computer,
we chose “Hey Computer” as theWUW in our experimental
work. ,e optimizer tool within the Porcupine engine is
used to train the wake word model on the chosen WUW.
Notice that there is a dedicated optimizer tool for each
platform supported by the Porcupine engine. Since the
Porcupine engine is leveraged as is without any modifica-
tion, its accuracy is the same as the one reported in [49] (i.e.,
miss rate of 5.9% at one false alarm per 10 hours). Hence, no
testing is required for the WUW engine.

For speaker verification, our application utilizes the
ResNet model developed by the Korea Advance Institute of
Science and Technology (KAIST) [55]. ,e model is trained
on a dataset that contains 240 speakers and 100 utterances
per speaker, all in Korean language. In order to be able to
verify a user who is authorized to control the experimental
office automation system, the extracted audio features of that
user need to be enrolled in the model using the process
described in Section 4.2. Similar to Ref. [55], in our work,
feature extraction is also achieved using the python_s-
peech_features library.

After verifying the speaker using the audio file that
contains the correctly detected WUW, the next step in our
proposed skeleton is to receive voice commands from the
user and identify them using ASR. ,e implemented control
application tests Internet connection to choose between
offline and online speech recognition. For online speech
recognition, our application leverages the online Google
Speech API supported by the Python Speech Recognition
3.8.1 library. ,is API supports multiple languages, and in
our application, the US English language is chosen. ,e
captured voice signals are transmitted over the Internet to
Google servers where machine learning techniques are used
to process and convert them to text. In order to reduce the
effect of ambient noise, the microphone’s energy threshold is
automatically calibrated so that the voice control application
can reliably recognize the speech.

Consequently, the generated text (e.g., switch on light 1)
is returned to the local host where a natural language
processor is used to extract a meaningful command (e.g.,
light_one_on). ,e natural language processor in our ap-
plication is built using Python Natural Language Toolkit
(NLTK) library and TensorFlow AI library. NLTK is used to
extract features from the received text using the bag-of-
words (BoW) approach.,e extracted features in a form of a
vector are inputted to a trained machine learning model
developed using TensorFlow in order to output the expected
desired control command.

,e dataset used to train, validate, and test the machine
learning model of the natural language processor is

represented by the supported commands (e.g., light_one_on,
shutter_up, temperature, open_youtube). Each command is
represented by a tag, multiple patterns, and a response stored
in JSON format. For example, the command “light_one_on”
is represented by the tag “light_one_on,” seven patterns (i.e.,
“can you turn on light one,” “please turn on light one,” “turn
on light one,” “switch light one on,” “switch on light one,”
“light one on,” “on light one”), and the response “light_-
one_on.” Patterns represent the speech commands that the
user might say and must lead to the same response.

,e preprocessing of the dataset includes the following
steps: first, extract the words from all patterns using word
tokenization from NLTK. Second, perform stemming using
NLTK LancasterStemmer to reduce each word to its root.
,ird, implement BoW approach using the unique words
found in the second step. For each pattern in the dataset, a
vector of bits is generated such that each bit is associated
with one unique word. When the word exists in the pattern,
its associated bit is set to one; otherwise, it is set to zero. For
example, if the unique words are [“light,” “on,” “off,” “one,”
“two,” “three”], then the vector for pattern “light one on” is
[1, 1, 0, 1, 0, 0]. ,e fourth step is to map each pattern vector
to an output vector that indicates which tag (i.e., command
or response) is associated with the respective pattern. Every
bit in the output vector is associated with exactly one tag;
hence, only one bit in an output vector is set to one, while the
remaining bits are set to zero. Lastly, store the list of pattern
vectors (inputs) and their respective output vectors into
variables and convert them to Numpy arrays in order to be
used for training, validation, and testing.

,e machine learning model of the natural language
processor in our application is a four-layer neural network
(i.e., one input layer, two hidden layers, and one output
layer). ,e dataset described above is divided into three
parts—training, validation, and testing sets, and the results
are discussed in Section 5.4. After the model is trained,
validated, and tested, it is deployed in our voice control
application. Once the text is returned from the online
Google API, it is processed using NLTK to generate its
associated vector based on the words in the text.,e vector is
used as an input to the neural network, which generates an
output vector that indicates the expected command.

On the other hand, the offline speech recognition in our
application is implemented using CMUSphinx system. ,e
recognition accuracy results of using the CMUSphinx sys-
tem as is were very low. To improve recognition accuracy,
CMUSphinx provides Sphinxbase library and Sphinxtrain
tools, which can be used to train a new acoustic model.
However, this approach requires substantial audio for
training and testing the new model. Another way to leverage
the CMUSphinx system is adapting the default acoustic
model, which is the approach used in our application. ,is
process requires preparing a “.fileids” file and a “.tran-
scription” file; the first contains the names of the adaptation
“.wav” files, and the second contains the sentences uttered in
those files.

In order to improve the recognition accuracy of the
adapted model, a special dictionary is adopted instead of the
full one. ,e special dictionary only contains the command
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words that are used to control our experimental office au-
tomation system and their phonemes. In addition, a new
grammar that is specified for our control commands is built
with the Java Speech Grammar Format (JSGF) and used.,e
integration of the adapted CMUSphinx recognizer into our
application is straightforward because the Python speech
recognition library contains the PocketSphinx system with
general language model for US English language. It is worth
noting that higher accuracy is achieved when using the
CMUSphinx recognizer with noise reduction techniques
(e.g., ambient noise reduction) and noise cancelling
microphones.

Once the desired command is identified either through
online or offline speech recognition, the application sends a
telegram to the respective KNX device/functionality
requesting the command to be executed. For example, the
application declares an object of class “Light” for every
installed light line, gives it the group address programmed to
it, and uses set_on () and set_off () functions to turn the light
ON and OFF when “light on” and “light off” commands are
received, respectively. For sensors, it is the same process, but
the function used is sync (), which is used to synchronize the
measured value.

,e KNX switch, shutter actuator, and sensors are
connected to the PC on which the ETS and the voice control
application are running through the KNX IP router. After
configuring the KNX devices, the communications between
the PC and the KNX devices were successfully tested through
direct commands from the PC. Next, the functionalities of
the voice control application were tested, and the results are
presented in the following three subsections.

5.7. Speaker Verification Results. ,e speaker verification
ResNet model was tested with three users. For each user, 16
English language sentences were recorded in “.wav” format.
For each user, one “.wav” file is used for enrollment as
discussed in Section 4.2, while the remaining 15 files and the

files of other speakers are used for testing. ,e threshold of
comparison score is set to 95%. Table 2 lists the verification
results of each user after being enrolled. For example, when
User1 is enrolled, 14 out of his 15 “.wav” file are correctly
verified and all User2 and User3 files are correctly not
verified (i.e., verification accuracy� 44/45� 97.8%). For all
users, the verification accuracy is higher than 95%.

5.8. Online Speech Recognition Results. ,e dataset used to
evaluate the accuracy of the implemented NLP consists of
167 patterns associated with 29 commands (i.e., on average
six patterns per command). Table 3 lists a sample of the
dataset that consists of three commands and their respective
patterns. ,e patterns represent the text generated by the
online Google Cloud Speech API after converting the
recorded audio files. Once the dataset is preprocessed as
described in Section 5.2, it is divided into training, valida-
tion, and testing sets according to the percentages: 70%, 15%,
and 15%, respectively.

Figure 9 shows the training and validation accuracies of
the proposed NLP. ,e training accuracy saturates at 100%
after 500 steps and the validation accuracy saturates at 97.5%
after 450 steps. ,e testing set consists of 25 patterns (i.e.,
0.15 x 167), four of which were incorrectly predicted (i.e.,
testing accuracy� 21/25� 84%). For example, the pattern
“Close the blinds” was wrongly predicted as the command
“Shutter_up” because the word “Close” was neither included
in the training set nor in the validation set. ,e accuracy of
the implemented online speech recognition is expected to
increase and the size of the dataset increases.

5.9. Offline Speech Recognition Results. ,e implemented
CMUsphinx recognizer is tested using 300 “.wav” audio files
recorded from the same three users in the speaker verifi-
cation testing (i.e., 100 files from each user).,e files contain
commands that are used to control our experimental office
automation system such as turn on all lights, turn off all

Table 2: Speaker verification results.

Enrolled
speaker Tested speaker Test files Accepted files Rejected files Verification

accuracy False positive rate False negative rate

User1 User1 15 14 1 97.8% 0% 2.2%User2 and User3 30 0 30

User2 User2 15 15 0 100% 0% 0%User1 and User3 30 0 30

User3 User3 15 15 0 95.5% 4.5% 0%User1 and User2 30 2 28

Table 3: Sample of NLP dataset.

Command Patterns

Light_two_three_on “Please turn on light two and three,” “Turn on light two and three,” “Switch light two and three on,” “Switch on light
three and two”

Shutter_down “Move down the shutter,” “Move shutter down,” “Move down the blinds,” ”Close the blinds,” ”Blinds down,”
“Shutter down”

Get_temperature “What is the temperature,” “How cold is it,” “How hot is it,” “Tell me the temperature,” “How is the weather,” “Read
the temperature sensor”
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lights, please turn o¢ all lights, can you turn on light 1 and 2,
what is the temperature now, please tell me what is the
temperature, move shutter up, and please move down the
blind.�e test results are shown in Table 4. For User2, all 100
commands were accurately recognized and executed. On the
other hand, 98 and 96 commands were accurately recog-
nized and executed for User1 and User3, respectively. �e
inaccurate recognition of the two and four commands for
User1 and User3 is mainly attributed to the high noise in the
recorded commands.

6. Conclusions

Advancements in building automation are evolving rapidly
with the development of highly intelligent control systems
through computers and personal mobile devices. Moreover,
the emergence of IoT has revolutionized building auto-
mation systems by making them proactive, intuitive, and
easily managed by occupants. One of the most important
features in modern building automation systems is reliable
voice control. In this article, we propose a generic skeleton of
implementing voice control for building automation sys-
tems. �e skeleton consists of three main stages: WUW
detection, speaker veri�cation, and dual-mode speech rec-
ognition (i.e., online and o�ine). �e proposed skeleton is
implemented and integrated into a KNX-based o�ce au-
tomation system, which allows the authorized personal to
successfully control lights and shutters and poll sensors’
readings using voice commands.
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