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Under the background of energy conservation and emission reduction and large-scale promotion of electric energy substitution, fully exploring the complementary potential of various energy systems and realizing the optimization of comprehensive energy utilization are the most critical development goals of the current energy system. The key to achieving this goal is the investment potential analysis of integrated energy projects. In order to effectively solve the problems of difficult scientific determination of evaluation index weight and low accuracy of evaluation results in the analysis of investment potential of integrated energy projects, an investment potential analysis model of integrated energy project based on deep learning neural network is designed. The design process of the integrated energy project is summarized. The RBF-BP neural network model is established to obtain the correlation between the factors of the evaluation unit, further analyze and process the training results, and calculate the weight of the evaluation index. The obtained weight is substituted into the TOPSIS comprehensive evaluation model for the investment potential analysis of integrated energy projects. According to the investment potential analysis results, the investment potential analysis value of energy performance contracting (EPC) mode is 0.9122, which is the best operation mode. The results show that the analysis results reflect the investment potential of integrated energy projects more objectively and scientifically.

1. Introduction

Integrated energy system includes the production, use, and transmission of different types of energy, including many conventional energy subsystems, such as natural gas system and traditional power system, as well as new energy generation systems, such as geothermal power generation and wind power generation [1–5]. The integrated energy system can realize the comprehensive utilization of different types of energy, reduce the problems in energy supply, reduce the number of energy conversion, and reduce environmental pollution. It can not only meet people’s demand for electricity, but also realize many other services, such as refrigeration and heating, so as to realize the cascade use of energy; improve energy efficiency; and promote the sustainable development of society, market economy, and energy [4]. However, there are many subsystems in the integrated energy system, and the operation mode and functional characteristics of these subsystems are also very different. The integrated energy system has rich levels, diversified structures, and nonlinear and multiple space-time characteristics, in which there are many problems to be solved. It is difficult to solve the problems only by using the traditional operation mode, control technology, and modeling and simulation technology [5].

The premise of investment potential analysis of integrated energy system is to realize system integration and optimization [6, 7]. The feasibility study, design, and operation mode optimization of integrated energy project need to be carried out on the basis of investment potential analysis. Therefore, the importance of investment potential analysis of integrated energy projects is extraordinary.
With the development of information technology [7–11], artificial intelligence technology has been gradually applied in various industries [12–16]. Because BP neural network [17–19] has strong learning ability and nonlinear fitting ability; it has been empirically applied to the field of investment potential analysis of integrated energy projects. In this paper, RBF-BP neural network is proposed and used to calculate the weight of investment potential evaluation index of integrated energy project. The example shows that this method not only makes full use of the advantages of fast approximation speed of RBF neural network, but also has the ability of BP neural network to better predict unknown samples and improve the evaluation accuracy.

The rest of this article is organized as follows. Section 1 introduces the engineering design of integrated energy project. The principle and algorithm design of RBF-BP neural network are described in Section 2. In Section 3, construction of index system and evaluation index weight solution based on RBF-BP neural network model are applied in a case, and finally the investment potential analysis result is obtained. The main contributions of this study are summarized and analyzed in Section 4.

2. Engineering Design of Integrated Energy Project

According to different energy demands, integrated energy projects can be divided into solar energy and heat pump collaborative heating scheme; solar energy and low valley electric heat storage collaborative heating scheme; heat pump and low valley electric heat storage collaborative heating scheme; solar energy, heat pump, and low valley electric heat storage collaborative heating scheme. The collaborative controller is used to realize the collaborative regulation of different technologies. The standard of collaborative control is generally that the heat pump supplies the basic heat load. In the area with sufficient light, the solar heat collection is large, and the heat pump load is appropriately reduced. In areas with preferential valley price, electric boilers can be used to store heat in the valley to reduce the load of heat pump. Through the analysis and comparison of the investment potential of different technical schemes, the project technical scheme suitable for the industrial park is selected.

As shown in Figure 1, the technical scheme design process of integrated energy projects is divided into five steps:

1. Requirement analysis: heating load demand of users in heating season, including design heat load, average heat load, and minimum heat load; annual heat load continuation diagram and analysis; hourly heat load calculation; annual average heat load simulation calculation and analysis, etc.

2. Site investigation: understand the building system characteristics, energy structure around the building, climate resources, and other conditions in detail, and judge the applicable technology on site.

3. Preliminary design: according to the analysis of users’ heat load characteristics, determine the proportion and supply period of solar hot water heating. Combined with the heating load borne by solar energy and its time period, analyze whether it has the spatial and economic conditions for the implementation of electric heat storage. Comparative analysis of heat pump collaborative heating schemes is applied, especially for users with large-scale and stable needs of heating and refrigeration.

4. Technical and economic analysis: determine the technical scheme and conduct technical and economic review on the scheme.

5. Construction drawing design: issue detailed construction drawing design, and provide the list of materials, equipment, and project budget.

The main functions of the integrated energy project include the following:

1. Energy Monitoring. From the perspective of the safe and stable operation of the energy network, the production and operation of energy subsystems such as electricity, cold/hot water, hot water, important energy production equipment in the park, and the energy consumption of buildings in the park are monitored through the three-dimensional visualization platform, so as to ensure the stable and safe operation of the park.

2. Energy Regulation. With the help of a variety of technologies to complete the interaction between user load demand and energy production, such as optimizing the ratio, different energy amounts can be fully utilized.
(3) **Energy Analysis.** The interactive analysis of the power grid structure and the improvement of the power grid structure will provide the interactive support for the power grid decision-makers from the perspective of the visualization of the power grid structure and safety.

(4) **Asset Operation and Maintenance Management.** Through the management business of the whole life cycle of equipment in the park, intelligent patrol inspection business, digital maintenance business, and process three-line operation and maintenance business, realize the structured management, process standardization of the park, and provide information support for the information management of equipment inspection and maintenance in the park.

The energy flow of the integrated energy project is shown in Figure 2.

### 3. RBF-BP Neural Network Model

3.1. **RBF and BP Neural Network Structure.** BP neural network and RBF neural network are two commonly used neural network algorithms [20, 21]. As a global approximation network, BP neural network is a stable and reliable nonlinear function approximation method. However, it has the disadvantages of slow convergence speed and easy-to-trap local minimum, although the system is unstable and difficult to ensure that the learning result can reach the global minimum of mean square error. However, the system has good generalization performance. RBF neural network is a kind of optimal approximation network. If there are enough neurons in the hidden layer, it can approximate any continuous nonlinear function with arbitrary precision. RBF neural network has the advantages of simple training and fast learning convergence, overcoming local minimum problem, but having poor generalization ability. RBF-BP neural network combines the advantages of RBF neural network and BP neural network [20–26]. It consists of RBF subnet and BP subnet. Among them, a 4-layer neural network system includes input layer, two hidden layers, and output layer. The model structure is shown in Figure 3.

\[ n, j, k, \text{ and } m \] represent the number of neurons in input layer, first hidden layer, second hidden layer, and output layer, respectively. \( \sigma_j \) is the Gauss function width matrix. \( C_{n,j} \) is the central vector matrix. \( w_{k,j} \) is the weight matrix.
between the second hidden layer and the second hidden layer. \( w_{mk} \) is the weight matrix between the second hidden layer and the output layer. The activation function of neurons in the first hidden layer is Gauss-type function. The activation function of neurons in the second hidden layer is Sigmoid-type function.

### 3.2. RBF and BP Neural Network Algorithm Design

According to the input training samples, through the RBF subnet preliminary training. After kernel mapping of the input sample by the hidden layer node of RBF subnet, the kernel mapping value needs to be double-polarized before it can be used as the input of BP network. The formula for \( \varphi_j(x) \) dual polarization treatment is

\[
\varphi_j(x) = 2 \varphi_j(x) - 1. \tag{1}
\]

First the output of the hidden layer (i.e., input of BPNN) is as follows:

\[
h_i = \sum_{j=1}^{N_2} u_{ij} \varphi_j(x), \quad i = 1, 2, \cdots, N_3, \tag{2}
\]

where \( N_3 \) is the number of nodes of the second hidden layer (BP) and \( u_{ij} \) is the weight between the two hidden layers.

Then, the output of RBF subnet is used as the input of BP subnet for strengthening training. Finally, BP subnet training results are obtained. It identifies and outputs results quantitatively. The algorithm flow is shown in Figure 4.

RBF and BP algorithm to realize the detailed steps are as follows.

**Step 1.** Initialize the weights and widths of each layer. Randomly set to the smaller number between \([0, 1]\). Set parameters such as maximum training times, target accuracy, and learning rate.

**Step 2.** Calculate the center vector. Set the transfer function of RBF subnet hidden layer to Gauss function. It has the following form:

\[
\varphi_j(x) = \exp\left(-\frac{x - C_j}{2b_j^2}\right), \quad j = 1, 2, \cdots, N_3, \tag{3}
\]

where \( \varphi \) is the output of RBF hidden layer node. \( N_2 \) is the number of nodes in the hidden layer. \( x \) is the input sample vector. \( C_j \) represents the center vector of the Gaussian kernel function. \( b_j \) represents the Gaussian kernel width of the \( J \)th neuron (\( b = d_{\text{max}}/\sqrt{2N_2}, d_{\text{max}} \) is the maximum value of each cluster center). \( x - C_j \) is the Euclidean distance between \( x \) and \( C_j \).

**Step 3.** Set the transfer function of BP subnet hidden layer as Sigmoid-type function:

\[
F(h_i) = \frac{1}{1 + \exp(-h_i)}, \quad i = 1, 2, \cdots, N_3. \tag{4}
\]

**Step 4.** Calculate the output value of node \( M \) at the output layer. Linear transfer function is adopted, which is expressed as

\[
y(m) = \sum_{i=1}^{N_4} w_{im} F(h_i), \quad m = 1, 2, \cdots, N_4. \tag{5}
\]
where $y(m)$ is the output value of the $m$-th node in the output layer. $N_4$ indicates the number of output layers. $w_{lm}$ represents the connection weight between neuron $l$ of the full hidden layer and neuron $m$ of the output layer.

$$E = \sum_{k=1}^{N_4} (d_k - y(m))^2,$$

where $d_k$ is the expected output value.

**Step 6.** Calculate the error vector of each neuron in the output layer:

$$\text{ERR}_m = y(m)[1 - y(m)][d_k - y(m)]^2.$$  

**Step 7.** Adjust the weight of each layer, rich value vector.

The weight coefficient $w$ is adjusted according to the difference between the known output data $d_j$ and the output data $y(j)$ calculated by formula (5). The formula of adjustment quantity is

$$\Delta w_{ij} = \eta \delta_j x_j,$$

where $\eta$ is the learning rate (proportional coefficient) that can be adjusted adaptively. It is set to a value between $[0,1]$ in the calculation. In network training, the value can be gradually increased until the satisfactory training speed can be achieved if the oscillation cannot be caused and the high precision can be ensured. $x_j$ at the hidden node is the input of the whole network. In the output node, it is the output of the lower level (hidden layer) node $(j = 1, 2, \cdots, N_4)$. $\delta_j$ is a value associated with output bias. For the output node,

$$\delta_j = \eta(1 - y(j))(d_j - y(j)).$$

For hidden layer nodes, the outputs are not comparable. Therefore, after reverse calculation, there are

$$\delta_j = x_j(1 - x_j) \sum_k \delta_k w_{jk},$$

where $k$ refers to traversing the upper (output layer) node. Error $\delta_j$ is calculated from the output layer backward layer by layer.

Each layer neuron weight is adjusted for

$$w_{ij}(t) = w_{ij}(t-1) + \Delta w_{ij},$$
where \( t \) is the learning times. Each layer neuron weight is adjusted for
\[
\theta_j = \theta_j + \eta.\text{ERR}_j,
\]
(12)
where \( \eta \) represents the learning rate.
In the process of running the program, when the training error of RBF-BP neural network is less than the set target accuracy, the training ends. At this point, it is converging. If the number of training selection times is greater than the maximum number of training times, it has not reached the target precision and the network structure does not converge. It returns to Step 2 and continues executing the program until the process converges.

4. Case Study

According to the field investigation and cooperation negotiation, there are three operation modes that can be applied to the comprehensive energy project in an industrial park: EPC mode, construction operation transfer (BOT) mode, and public-private partnership (PPP) mode. This section will build a comprehensive evaluation index system of investment potential of comprehensive energy department projects, use the model in Section 2 to solve the index weight, analyze the investment potential, and select the most suitable operation mode.

4.1. Construction of Index System. The key to the optimal planning and design of integrated energy service system is to determine the type and composition of equipment with long-term economy, energy conservation, and environmental protection according to the total cold, heat, and power demand of regional users and build a high-energy efficiency system. The construction of integrated evaluation index system is shown in Table 1.

<table>
<thead>
<tr>
<th>Index type</th>
<th>Index name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy feature</td>
<td>Annual comprehensive energy efficiency</td>
</tr>
<tr>
<td>Economy feature</td>
<td>Electricity charge savings</td>
</tr>
<tr>
<td>Energy saving feature</td>
<td>Total primary energy consumption</td>
</tr>
<tr>
<td>Energy saving feature</td>
<td>Annual electric energy substitution</td>
</tr>
<tr>
<td>Environmental protection feature</td>
<td>CO2 emission reduction</td>
</tr>
<tr>
<td>Environmental protection feature</td>
<td>SO2 emission reduction</td>
</tr>
<tr>
<td>Environmental protection feature</td>
<td>NOx emission reduction</td>
</tr>
</tbody>
</table>

| 4.2. Evaluation Index Weight Solution Based on the RBF-BP Neural Network Model |

4.2.1. Comprehensive Evaluation Model. In order to explain the investment potential level of an integrated energy project, the contribution and influence of the single factors in the above studies on the investment potential of integrated energy project are different. The contribution degree of each evaluation factor to the investment potential of integrated energy project in an industrial park was calculated by RBF-BP neural network. The calculation is as follows:
\[
CI_i = \sum_{j=1}^{n} I_j w_{ij},
\]
(13)
where \( I_j \) is the j-th evaluation factor and \( w_{ij} \) is the weight of the j-th evaluation factor.

4.2.2. RBF and BP Neural Network Model Structure Determination. In order to obtain the weight of each evaluation index, it is necessary to standardize the value of the evaluation index. The reverse index and moderate index also need to do forward processing. This makes the values of all evaluation indicators between \([0,1]\). Positive indicators are standardized by maximum effect method (equation (14)). The minimum effect method is adopted to realize standardization of backward indicators (equation (15)). Moderate indicators are standardized by central effect method (equation (16)):
\[
x'_i = 100 \times \frac{x_i - x_{\min}}{x_{\max} - x_{\min}},
\]
(14)
\[
x'_i = 100 \times \frac{x_{\max} - x_i}{x_{\max} - x_{\min}},
\]
(15)
\[
x'_i = \begin{cases} 
100 \times \frac{x_i - x_{\min}}{k - x_{\min}}, & x_i < k, \\
100 \times \frac{x_{\max} - x_i}{k - \max}, & x_i > k,
\end{cases}
\]
(16)
where \( x_i \) represents the actual value of the i-th lattice of this indicator. \( x'_i \) represents the forward normalized value. \( k \) is the most moderate value of this factor.

After standardized treatment, there is no difference in dimension, order of magnitude, and degree of variation among factors. Then, RBF-BP neural network model was used to solve the weight of each single factor.

Firstly, the number of neurons in each layer of RBF-BP neural network was determined, since the weight of four individual indicators was required in this study. Then, the number of input layer and output neural unit is set to 4. Forty groups of data were selected as training samples of neural network. Ten groups of data were used as test samples. Through continuous debugging, if the number of input layer neurons < the number of neurons in the hidden layer ≤ the principle of number of neurons in input layer + number of neurons in output layer, the number of neurons in the first hidden layer and the second hidden layer is set to 5. The network structure is shown in Figure 5.

The activation function of the first hidden layer adopts radbas( ) function. The activation function of the second hidden layer is tangent S-type transfer function tansig( ). The neuron transfer function of the output layer adopts the linear transfer function purelin( ). Network training algorithm uses...
LM algorithm trainlm( ). Learning function uses gradient descent momentum learning function Learnbgdm( ).

We apply newff() to construct rBF-BP network: Net = newff(minmax( C), [S, 4, 4], {'radbas', 'tansig', 'logsig'}, 'trainlm').

4.2.3. Network Training. According to the algorithm flow in Figure 4, the initial network training times were set as 100 times in parameter setting. The margin of error is set to 0.00001. The learning rate is set to 0.3. The simulated annealing algorithm was used to adjust the generation selection.

After the network is established, appropriate samples are determined according to the specific application and network size to train and learn network signals. This study establishes the characteristics and value range of evaluation indicators. 1500 samples were selected. After the normalization of the attribute values of each indicator. Partial data obtained are shown in Table 2.

MATLAB was used to select 40 groups of samples in the sample set for network training. The maximum number of training cycles is 150. Then, the entire sample is tested. After repeated network training, it is found that the network tends to converge when the number of selected generations reaches about 30 times. The convergence effect is shown in Figure 6. The final error is $0.7461 \times 10^{-5}$.

4.2.4. Model Training Results. The RBF-BP neural network model is used to train the normalized data of three evaluation factors (economy feature, energy saving feature, and environmental protection feature). The curve of mean square deviation is shown in Figure 7.

As can be seen from Figure 7, BP neural network achieves convergence after about 54 times of iterations. However, RBF-BP neural network model needs about 28 times to achieve convergence. It can be seen that RBF-BP neural network improves the convergence speed and the mean square error is always lower than BP neural network, indicating that RBF-BP neural network can improve the accuracy of the model.

Figure 8 shows that although BP has a high evaluation accuracy (always higher than 80%), the evaluation accuracy of RBF-BP neural network is better than that of BP neural network. Statistical results show that in 40 groups of test data, the accuracy of training results of RBF-BP neural network model is greater than 90% and the accuracy of 22 groups was greater than 92%. This shows that the model has high approximation accuracy.

4.2.5. Solution of Index Weight. The results of neural network training only reflect the correlation between each neuron in the neural network. If it wants to get the weight of

![Figure 5: Network structure.](image-url)
input factor to output factor, it needs to further analyze and process the weight of each neuron. In this paper, the following coefficients and indices are used to describe the relationship between input factor and output factor.

The relevant significant coefficient is

\[ r_{ij} = \sum_{k=1}^{p} w_{ki} \left( 1 - \frac{e^{-x_k}}{1 + e^{-x_k}} \right) \]  

(17)

\[ x = W_{jk} \]  

(18)

The relevant index is

\[ R_{ij} = \frac{1 - e^{-y}}{1 + e^{-y}} \]  

(19)

\[ y = r_{ij} \]  

(20)

The absolute influence coefficient is

\[ S_{ij} = \frac{R_{ij}}{\sum_{i=1}^{m} R_{ij}} \]  

(21)

where \( i \) is the RBF-BP neural network input unit, \( i = 1, ..., m \). \( K \) is the hidden unit of neural network, \( k = 1, ..., p \). \( J \) is the output unit of neural network, \( j = 1, ..., n \). \( w_{ki} \) is the weight between input layer neuron \( I \) and hidden layer neuron \( K \). \( w_{jk} \) is the same weight of output layer neuron and hidden layer neuron \( K \).

Among the above three correlation coefficients, the absolute influence coefficient \( S_{ij} \) represents the weight of input layer neuron \( I \) to output layer neuron \( J \).

Using equations (17)–(21), the weight of each evaluation index is concluded, as shown in Table 3.

### Table 3: Evaluation factor weight.

<table>
<thead>
<tr>
<th>Evaluation factor</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy feature</td>
<td>0.3082</td>
</tr>
<tr>
<td>Energy saving feature</td>
<td>0.3761</td>
</tr>
<tr>
<td>Environmental protection feature</td>
<td>0.3157</td>
</tr>
</tbody>
</table>

4.2.6. Construction and Application of the Investment Potential Model. We will use TOPSIS method to comprehensively evaluate the investment potential of different operation modes. By substituting the index data into TOPSIS model for calculation, the Euclidean distance and investment potential analysis values of different operation modes can be obtained, as shown in Table 4.

According to the investment potential analysis results, the investment potential analysis value of EPC mode is 0.9122, which is the best operation mode, and the investment potential analysis value of BOT mode is 0.8076, which is second only to EPC mode. The comprehensive benefit value of PPP mode is the lowest, 0.4231.
Table 4: The Euclidean distance and investment potential analysis values of different operation modes.

<table>
<thead>
<tr>
<th></th>
<th>Euclidean distance to the best point</th>
<th>Euclidean distance to the worst point</th>
<th>Investment potential analysis value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPC</td>
<td>0.1250</td>
<td>0.0143</td>
<td>0.9122</td>
</tr>
<tr>
<td>BOT</td>
<td>0.0944</td>
<td>0.0243</td>
<td>0.8076</td>
</tr>
<tr>
<td>PPP</td>
<td>0.0882</td>
<td>0.1451</td>
<td>0.4231</td>
</tr>
</tbody>
</table>

5. Conclusions

The integrated energy project can realize the organic integration and collaborative optimization among electricity, heat, gas, water, and other energy sources, mainly by using the coupling and complementarity of various energy sources in time and space. It can coordinate the energy supply and demand, effectively improve the utilization rate of renewable energy, and reduce the use of fossil energy as much as possible. It can also achieve the cascade use of energy and improve the comprehensive energy efficiency on the user side and supply side. Under the background of energy conservation and emission reduction and large-scale promotion of electric energy substitution, fully exploring the complementary potential of various energy systems and realizing the optimization of comprehensive energy utilization are the most critical development goals of the current energy system. The key means to achieve the above objectives is to improve environmental benefits, energy consumption, economic cost, and other factors through an integrated energy project.

An investment potential analysis model of integrated energy project based on deep learning neural network is designed. The case study results show that the analysis results are roughly consistent with the actual conditions. At the same time, it also shows that the model has high yield, fast learning speed, high fitting accuracy, and stronger generalization ability and can accurately and scientifically analyze the investment potential of integrated energy projects. RBF-BP neural network can combine the fast convergence speed and good stability of RBFNN with the strong reverse self-study ability and generalization ability of BPNN. The correlation training model of each factor based on RBF-BP neural network algorithm reflects the complex nonlinear relationship of each factor in the comprehensive evaluation results in the investment potential analysis of integrated energy projects. It can automatically adjust the correlation weight according to the influence of each index on the investment potential, abandon the subjective influence caused by artificial weight, and have good generalization ability. RBF-BP neural network can carry out nonlinear mapping of any continuous function and more accurately reflect the relationship between evaluation indexes and evaluation results.
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