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ere are some problems in feature extraction and representation of Chinese mental verbs, such as low accuracy and low
e�ciency. In order to further improve the computational e�ciency and accuracy of Chinese mental verb text, based on deep
learning theory, activation function and damage function were used to optimize the original model. Considering the calculation
method of model gradient, the optimization model describing the characteristics of Chinese mental verbs is �nally obtained. e
model can be used to analyze the variation of the characteristic parameters of Chinese verbs and the method of representation.
Finally, the model error is analyzed by the method of comparative veri�cation. Relevant studies show that the number of outputs
and output results corresponding to softmax function will in�uence the test results of the model. By comparing the curves, it can
be seen that the curve corresponding to the output number has an obvious increasing trend, while the corresponding output result
curve has an opposite changing trend. e linear and nonlinear characteristics of the two curves are obvious. e real value of the
mean square error function shows a change of linear increase, while the corresponding output value shows a change trend of
gradual decline, which indicates that the two kinds of data have di�erent in�uences on the model under related algorithms. It can
be seen from the error data that the gradual increase of independent variables will improve the accuracy of the test results. Five
di�erent Chinese mental verb parameters have di�erent manifestations in the deep learningmodel: among them, declarative verbs
�uctuate in a small range and have little corresponding in�uence. However, the �uctuation of nondeclarative verbs and positive
and negative declarative verbs is relatively small, and the curve is relatively stable. Negative verbs have a positive in�uence on the
test output. Double negative verbs have negative e�ects. Finally, the accuracy of the model is veri�ed by calculating the di�erence
between experimental data and model data. is research can provide theoretical support and model veri�cation method for the
application of deep learning model in other �elds of Chinese language.

1. Introduction

Deep learning models have been widely applied in arti�cial
intelligence and other �elds and also have obvious appli-
cation prospects in face recognition [1], information security
[2], molecular microscopy [3], retinopathy monitoring [4],
and other �elds. In view of the low calculation accuracy and
slow calculation e�ciency of partial di�erential equation in
the calculation process, based on deep learning theory, fuzzy
analysis method was adopted to extract the features of
calculus calculation process, so as to obtain the periodic
characteristic parameters. rough damage estimation of

characteristic parameters, an optimized deep learning model
was obtained [5]. is model can provide new research
thinking for the solution of calculus equation and can
further improve the solution accuracy of the model and
further compress the solution time of the model. Finally, the
accuracy of the model was veri�ed by comparing experi-
mental data with model data. rough veri�cation and
analysis, it can be seen that relevant theories based on deep
learning model can provide reference for solving calculus
equation. e analysis and prediction of cancer have always
been a di�cult medical problem.ere were some problems
in the process of cancer analysis, such as backward analysis
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methods and complicated cancer lesions. In order to further
improve and optimize the tissue framework in the process of
cancer treatment, artificial intelligence technology was used
to analyze the original model based on deep learning model,
so as to obtain a new optimization model [6]. ,is model
mainly uses different types of activation functions to analyze
the framework of treatment, so as to extract the required
data and characteristic indicators. ,e model algorithm was
used to analyze these indexes and find out the changing rules
of different indexes. Finally, the deficiencies of existing data
can be further optimized according to these calculation and
research rules, so as to obtain the final optimization model.
,rough experimental calculation, different frames and
types of the model can be analyzed, and finally, the accuracy
of the model can be verified by experimental data.

,e above studies mainly started from the fields of in-
dustry and medical treatment and failed to provide better
solutions to the problems existing in the analysis of char-
acteristic parameters of Chinese mental verbs. Based on deep
learning theory, this paper uses activation function and
damage equation to analyze and study the text features of
Chinese mental verbs. Model gradient analysis was used to
further characterize the text features of Chinese verbs so as
to find the corresponding representation methods. Finally,
the analysis model of Chinese mental verbs based on deep
learning theory was obtained. ,is model can provide re-
search ideas for the analysis of the text characteristics of
Chinese mental verbs and use the method of index calcu-
lation to analyze the different indicators of Chinese. Finally,
the error analysis method was used to verify the model, and
the results show that the model has good advantages and
application prospects. ,is study can provide research ideas
for the textual analysis of Chinese mental verbs.

2. Theoretical Basis of Deep Learning

Based on the relevant theories of deep learning model, this
paper mainly uses activation function and damage function
to extract the text features of Chinese mental verbs, so as to
get the change rules of Chinese mental verbs under different
indicators [7, 8]. In order to introduce the change rules of
different indicators into the original deep learning model,
model gradient algorithm is adopted to classify and analyze
the change rules of different indicators [9, 10]. ,e common
points of indicators were found and introduced into the
original model combined with algorithm rules. ,e opti-
mized deep learning model was obtained by revising the
original model. ,e calculation of model can calculate the
text features of Chinese mental verbs, and the calculation
results can well reflect the actual change rules of verbs. ,e
ultimate goal is for machines to be able to learn analytically,
like humans, and to recognize data such as text, images, and
sound. Deep learning is a complex machine learning al-
gorithm that has achieved far more results in speech and
image recognition than previous related technologies.

Deep learning model has been widely used in feature
extraction of Chinese mental verbs [11, 12]. In order to
further illustrate the application process of this model in the
field of Chinese mental verbs, the training process of the

corresponding deep learning model is obtained through
summary analysis, as shown in Figure 1. ,e coordinates of
the corresponding text features of Chinese mental verbs
should be extracted first, and then the multipath errors are
analyzed as training samples. By importing the model
samples into the sample database, and then setting the
relevant parameters, the corresponding analysis model of
Chinese mental verb text features based on deep learning
theory is obtained, and the model is further built. In order to
further illustrate the accuracy of the model, the training
accuracy of the model should be identified first. If the model
does not meet the requirements, the corresponding sample
should be imported into the sample input for circulation. If it
meets the requirements, the grid of the model should be
saved and then analyzed in the output grid under the action
of coordinate sequence, so as to finally get the corresponding
error mining.

2.1. Activation Function. Each layer of neural network
contains several neurons. ,rough repeated training and
learning, the weight value of neuron connection is adjusted,
so as to obtain data processing ability [13, 14]. Neuron is the
basic element of neural network. Neuron structure consists
of input signal, sum, threshold judgment, activation func-
tion, and output. Input values of neurons are transmitted by
input signals of other neurons through their respective
connection weights, and finally, output is generated through
activation function processing. xi is the input signal
transmitted by other neurons, wi is the corresponding
connection weight of other neurons, θ is the threshold, and y
is the output, which is output by the following formula:

y � f 
m

i�1
wixi − θ⎛⎝ ⎞⎠, (1)

where f(x) is the activation function of the neuron.
In the activation function, different parameters have

different effects on the output value [15, 16]. ,e variation
rules of output value and activation function under the
action of different neurons were further explained, and the
calculation indexes of different neurons were obtained as
shown in Figure 2. When the number of neurons exceeds 17,
the curve increases rapidly, showing the characteristics of
nonlinear change, and the increase range of the curve is
relatively large. It can be seen from the corresponding ac-
tivation function that it shows a downward change with the
increase of neurons, and then shows a change trend of
approximately linear increase with the increase of neurons.
,e curve then rapidly increased to the maximum value and
remained stable, and then decreased rapidly under the action
of higher neurons, with a relatively large fluctuation range.
,rough the curve changes of the two, it can be seen that the
overall change is relatively obvious, with opposite change
characteristics, which can reflect the actual rule of parameter
change.

,e activation function in neurons is usually nonlinear.
Since the input and output of neurons are linearly correlated,
the neuron has more powerful performance and can process
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complex feature information through the nonlinear oper-
ation of activation function. ,e choice of activation
function changes with the further research. Common acti-
vation functions include the following:

(1) Sigmoid function, its formula is as follows:

σ(x) �
1

1 + exp (− x)
. (2)

,e characteristic of this function is that its output
value varies between (0, 1) and can be used for di-
chotomies. In information science, Sigmoid function
is often used as threshold function of neural network
due to its properties of singleton and inverse sin-
gleton. ,e main disadvantages of the Sigmoid
function include the following: when the input value
is large, the function is not sensitive to its change
perception, which easily leads to the situation that
the gradient is 0 in the back propagation, resulting in
slow update of weight in network training.

(2) Tan h function, its formula is as follows:

tan hx �
exp(x) − exp (− x)

exp(x) + exp (− x)
. (3)

,is function can be regarded as magnifying and
translating the Sigmoid function, and its output
value varies between [− 1, 1], and the output mean
value is around 0. Compared with Sigmoid function,
Tan h function performs better, has the effect of data
center, and can accelerate network training, but it

also has the same gradient disappearance. Moreover,
the calculated data corresponding to Tan h function
have more extensive output results, which makes the
research scope of Tan h function more extensive.

(3) ReLU function, whose formula is expressed as
follows:

f(x) � max (0, x). (4)

,is function is the most commonly used activation
function in neural networks and can accelerate the
convergence of network models. Compared with
Sigmoid function and Tan h function, ReLU function
has the advantage that when the input value is
greater than 0, it will not tend to saturation with its
change. However, there are also obvious disadvan-
tages: the constant gradient of some neurons is 0, so
that the corresponding parameters can never be
adjusted, namely, the phenomenon of neuron
necrosis.

(4) Leaky ReLU function, whose formula can be
expressed as follows:

f(x) � max (ax, x). (5)

By introducing constant a, this function solves the
neuron failure phenomenon of ReLU function in the
region whose input value is less than 0 and effectively
reduces the disappearance of gradient.
Leaky ReLU function is an optimization of ReLU
function in a linear interval. To further illustrate the
accuracy of the optimization, the Leaky ReLU
function and ReLU function as well as the calculation
results between the parameters have been obtained
through calculation and analysis, as shown in Fig-
ure 3. ,e test data show a two-stage variation trend
with the increase of independent variables: in the
first stage, the curve gradually drops to the lowest
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Figure 1: Flow chart of deep learning training.
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point. ,en in the second stage, the curve gradually
increases to the maximum value, and the increment
is basically the same, indicating that the linear
characteristics are relatively obvious. ,e corre-
sponding traditional ReLU function tends to zero in
the first stage, which cannot better describe the
decline and change of the test data in the first stage.
In the second stage, ReLU function showed a trend of
linear increase, but it could not reflect the test data
well in terms of specific values and could only be
consistent with the test data in the trend. Leaky ReLU
function can not only explain the change of its linear
decline in the first stage but also describe the change
trend and specific data in the second stage relatively
well. ,erefore, the optimized Leaky ReLU function
can better reflect the change rule of experimental
data.

(5) Softmax function, its formula is as follows:

Softmax(x) �
exp(x)


I
i�1exp(x)

, (6)

where x is the output of the ith neuron and I is the
total number of output neurons of this layer. ,is
function can realize feature mapping and is often
used in multiclassification problems.

In softmax function, the number of neuron input and
output result will affect the output value. In order to further
explain the variation rule of output number and output
result under different output time, the time variation curve
of softmax function under different output time was cal-
culated as shown in Figure 4. It can be seen from the changes
in the figure that the number of output and the change of
output result have an opposite trend. Firstly, it can be seen
from the number of output that it shows a trend of slow
increase with the increase of output time, and then in a
higher output time, the curve shows a gradual increase.

When the curve increases to the local maximum value, the
curve gradually tends to be stable. At a higher output time,
the corresponding output value of the output number curve
increases rapidly to the maximum value, and the range of the
curve is relatively large. ,e output results show a linear
decreasing trend under the action of lower output time, and
then the curve gradually tends to be stable. Under the action
of higher output time, the corresponding output results tend
to be stable. ,is shows that the number of outputs increases
linearly while the output results decrease linearly.

2.2. Loss Function. Loss function is used to calculate the
error between the output value and the real value during
model training, which can reflect the training effect of the
model in real time and provide direction for model training
optimization [17, 18]. ,e smaller the loss function, the
better the robustness of the model. Common regression loss
functions include mean square error loss and mean absolute
error loss. Common classification loss functions include
piecewise loss, binary loss, and exponential loss [19, 20].

(1) Mean square error loss function: this function is the
most commonly used loss function in regression
tasks, and its formula is expressed as follows:

MSE �
1
N



N

i�1
(yi − yi), (7)

where N is the number of true values, yi is the output
value of the model, and yi is the true value. ,e loss
function does not consider the direction of the error,
but only the average value of the error, which can
better reflect the error degree between the output
value and the real value. Because the variation re-
lationship between the real value and the output
value is considered, the loss function is easy to
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calculate the gradient. However, since the loss
function assumes that the error between the output
value and the real value of the model meets the
Gaussian distribution, the error of outliers will be too
large, resulting in poor robustness.
It can be seen that the real value and the output value
have different influences on the specific data of the
model by calculating the mean-square error loss
function in the loss function. In order to further
explain the change rule between the real value and
the output value and the corresponding change of
the error, the curve of the error value of the mean-
square error loss function was obtained through
calculation as shown in Figure 5. ,e true value
shows a gradually increasing trend with the increase
of the independent variable, and the change amount
of the true value decreases is relatively consistent,
indicating that its linear characteristics are obvious.
With the increase of independent variables, the
corresponding output results show a trend of gradual
decline, and the slope of decline is constant, which
indicates that the real value and the corresponding
output value have obvious linear characteristics. ,e
corresponding error is obtained through calculation,
and the corresponding error curve is basically
maintained at a higher level under a lower inde-
pendent variable. When the independent variable
increases gradually, the curve drops rapidly to the
lowest point and tends to be stable gradually under
the action of higher independent variable. ,is in-
dicates that the independent variable will have a
certain influence on the test results and also indicates
that there is a certain error between the real value
and the output value.

(2) Average absolute error loss function, which is given
by the absolute error value between the output value
and the true value, and its formula is expressed as
follows:

MAE �
1
N



N

i�1
|yi − yi|, (8)

where (yj − yj) is the learning error. In the process
of gradient descent, the loss value of the loss function
will be positive or negative 1, which is not conducive
to the training of the model. Although the loss
function assumes that the error between the output
value of the model and the real value satisfies the
Laplace distribution, the Laplace distribution is more
robust to the processing of outliers.

(3) ,e piecewise loss function means that the loss is 0
when the output value is equal to the true value and 1
when the output value is unequal. ,e formula is
expressed as follows:

F(y, f(x)) �
0, y � f(x),

1, y≠f(x).
 (9)

,e loss function directly reflects the number of
classification errors.

(4) Binary loss function is the most commonly used loss
function in model classification loss calculation. It is
often used in binary classification problems and can
effectively reflect the degree of deviation from the
true value of the output value. Its formula is
expressed as follows:

E(yi, yi) � − 
N

i�1
p(yi)logp(yi)

− (1 − p(yi))log (1 − p(yi)),

(10)

where N is the number of true values, P (yi) is the
output probability distribution value of the model,
and P (yi) is the true probability distribution value.
In the process of gradient descent, the binary loss
function has a good learning characteristic of fast
update with large error weight and slow update with
small error weight. Considering the probability
distribution of model parameters, the calculation
results of binary loss function are more consistent
with the characteristics of data distribution.

(5) Exponential loss function is often used in model
algorithms and is very sensitive to noise and outliers.
Its formula is expressed as follows:

Z � exp [− yf(x)]. (11)

It can be seen from the above analysis that the clas-
sified loss function includes three different loss
functions: piecewise function, binary function, and
exponential function. ,ere are differences in the
calculation formulas of the three different functions,
indicating that there are some differences in the
corresponding calculation results. In order to further
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Figure 5: Curve of error of mean square error loss function.
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explain the change rules of different specific functions
in the classification loss function, the change curves of
the classification loss function are obtained through
calculation, as shown in Figure 6. First of all, it can be
seen from the test data that the curve first decreases to
the lowest point and then gradually tends to be stable.
However, when the independent variable gradually
increases, the test data show a linear increase in the
change law, and its change range is relatively large. As
can be seen from the piecewise loss function, when the
independent variable is less than 20, the corresponding
output value is zero, while when the independent
variable is more than 20, the corresponding curve
increases.,en, the corresponding output value shows
a fluctuation trend and finally gradually tends to de-
cline. ,e overall variation range of the curve is rel-
atively small. ,rough the binary loss function, it can
be seen that the curve drops first, then fluctuates, and
finally gradually rises in three stages. ,e corre-
sponding range of variation is relatively small, overall
between 0.2 and 0.5. It can be seen from the expo-
nential damage function that it has typical exponential
function change characteristics. Under the action of
small independent variables, the curve shows a rapid
downward trend, and then the curve gradually tends to
be stable. Under the action of higher independent
variable, the curve decreases gradually.,is shows that
three different loss functions have different typical
characteristics, and it is necessary to comprehensively
consider two or three functions to accurately describe
and analyze the test data.

2.3. Model Gradient Descent. ,e training process of neural
network includes forward propagation and back propaga-
tion [21, 22]. Backpropagation is the core part of network
training to realize the dynamic adjustment of network
training parameters. Forward propagation propagates data
from the shallow layer to the deep layer of the neural
network until the output layer is cut off [23, 24]. During the
calculation of gradient descent, the neural network can
obtain the error between the output value and the real value
through the loss function. Back propagation is to obtain the
updated weight value of neurons calculated by gradient
descent method through the errors generated by forward
propagation, and then use the chain derivative formula to
carry out the back propagation calculation. In gradient
descent, the method of partial derivative is usually used to
calculate the gradient value of the current parameter. ,en a
learning rate η is introduced to control the change speed of
updating weight value, and the weight updating formula is as
follows:

W � w − η
zJ(w)

zw
. (12)

However, in order to update the parameter values of
other layers in the neural network, it is necessary to make
further use of back propagation. In this process, the back
propagation uses the chain rule to calculate the gradient:

zJ(w)

zw
�

zJ
∗
(x)

zy
×

zy

zw
, (13)

where w is the parameter value of the network and y is the
output value of the network activation function.

,erefore, back propagation can pass the updated pa-
rameter value to the corresponding position layer by layer
through the chain rule using the error function. ,us, the
parameter value update formula of layer L network is as
follows:

W � w − η
zJ(w)

zw
� w − η δ × x

l− 1
 

T
 , (14)

where x is the input value.
,e accuracy of the model can be further illustrated by

analyzing the formula of the model gradient descent and the
corresponding calculation results. It can be seen that dif-
ferent learning rates and corresponding parameter values
will have different influences on the output results of the
model. In order to further illustrate the influence of learning
efficiency and parameter values on test data, the model
gradient curve was obtained through calculation, as shown
in Figure 7. It can be seen from the curve that the learning
rate curve and the parameter value curve have different
change rules. Firstly, it can be seen from the test data that,
with the increase of input value, the corresponding test data
first increases and then decreases, and the overall fluctuation
range is relatively small. When the input value of the curve
gradually increases, the corresponding output results show a
trend of gradual increase; when it reaches the maximum
value, the corresponding test data gradually decreases with
great volatility. ,is shows that the nonlinear characteristics
of the test data are obvious. As can be seen from the learning
rate curve, with the increase of input value, the corre-
sponding curve fluctuates in a larger range first, and then
gradually increases to the maximum value. As the value
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increases, the curve drops rapidly and then flattens out. It
can be seen from the variation curve of parameter values that
the parameter curve fluctuates rapidly under the action of
small input values, and the fluctuation range is relatively
small. ,en, as the input value gradually increases, the
corresponding output result gradually decreases to the
lowest value.

3. Analysis of the Characteristics of Chinese
Mental Verbs Based on Deep Learning

3.1. Text Feature Extraction of Chinese Mental Verbs.
,ere are many problems in the analysis of the textual
features of Chinese mental verbs, mainly including the
unclear description and analysis of Chinese features. In
order to further analyze the characteristics of Chinese
mental verb text, five different feature parameters are ob-
tained through analysis: declarative verbs, nondeclarative
verbs, positive and negative verbs, negative verbs, and
double negative verbs. In order to further explain the
proportion of these five verbs in actual Chinesemental verbs,
the pie chart of Chinese mental verbs is obtained through
statistics as shown in Figure 8. ,e proportion of declarative
verbs is about 10%, while that of nondeclarative verbs is
about 15%. ,e proportion of positive and negative de-
clarative verbs is the smallest, only 7%. Negative verbs make
up the most, about 43 percent, while double negatives make
up about 25 percent. It can be seen from the above analysis
that the proportion of negative verbs is the highest, while the
proportion of positive and negative verbs is the lowest.

3.2.Analysis ofTextFeatures ofChineseMentalVerbsBasedon
Deep Learning. Based on the deep learning model, the ac-
tivation function and loss function are used to analyze the
original model, so as to obtain the optimization value of the

deep learning model. ,e model gradient descent is intro-
duced into the model to obtain the optimized deep learning
model, which can be used for the analysis of Chinese mental
verbs [25]. In order to further illustrate the application of the
deep learning model in Chinese mental verbs, the flow chart
of the application of the deep learning model in Chinese
mental verbs is obtained through the above analysis, as
shown in Figure 9. As can be seen from the computational
flow chart of text feature extraction of Chinese mental verbs,
the data of Chinese mental verbs are first imported into the
model and then divided into different sections according to
different feature parameters. ,en, the critical value of the
model can be obtained according to the verb feature of the
calculated value. Based on the critical value, the verb feature
can be further clipped and analyzed. ,e results of clipping
and analysis are introduced into the activation function to
analyze the change between the activation function and the
damage function. Furthermore, the linear difference and
gradient descent results are obtained to obtain the recon-
struction scheme and model of Chinese mental verbs. Fi-
nally, the model calculation results and optimization results
are output.

Based on the deep learning model, the activation
function and damage function are used to optimize the
original model, so as to obtain the optimization model for
describing Chinese mental verbs. ,is optimization model
can calculate the characteristic parameters of Chinese
mental verbs, and thus obtain the histogram of the calcu-
lation results of characteristic parameters of Chinese mental
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verbs, as shown in Figure 10. It can be seen from the figure
that different characteristic parameters show different var-
iation trends with different sample parameters. First of all, it
can be seen from the calculation results of declarative verbs
that the calculation results are relatively small and the overall
range of change is relatively small. A trend in volatility in
which a curve increases gradually, then drops to a low point,
and then increases gradually. While the corresponding
nonpredicate verbs show a linear increase trend with the
gradual increase of samples. When the curve reaches the
local maximum value, the curve gradually decreases to the
local minimum value with the increase of samples. As can be
seen from the positive and negative narrative verbs, the
change of positive and negative narrative verbs gradually
decreases with the increase of samples, and the change of
positive and negative narrative verbs gradually tends to be
stable with the further increase of samples. It shows that with
a higher sample size, positive and negative verbs tend to be
constant. However, it can be seen from the negative verb that
its change increases linearly with the increase of samples,
and the overall change range of the curve is relatively large.
As can be seen from the change of double negative verbs, the
curve has a high output result under the action of small
specimens, while the corresponding output result drops to
the lowest value rapidly with the increase of samples, and the
overall change range is relatively large.

4. Discussion

,e optimization model based on deep learning theory can
carry out targeted data analysis by considering activation
function and loss function. In order to further illustrate the
superiority of the calculated results, the test curve, model
curve, and corresponding error curve were obtained by
summarizing, as shown in Figure 11. As can be seen from the
model verification curve, the test curve first presents a
V-shaped change with the increase of iteration steps, and
then rapidly drops to the lowest point and then carries on a
small fluctuation. With the further improvement of iteration
steps, the test data gradually increased to the maximum
value, and the overall change range was approximately U-

shaped. ,e corresponding model curve can better reflect
the overall change trend of the test data, and then get the
error curve through the comparison between the two. It can
be seen from the error curve that the overall error range is
within 7%, while with the increase of the number of test
steps, the corresponding error range gradually decreases. As
the sample increases, the curve is driven by increasing
variation. ,is shows that the error is also U-shaped in a
certain range. ,e curve has different error ranges under
different iteration steps.,erefore, in practical application, it
is necessary to determine the number of iterations according
to the specific test data, so as to obtain the optimal calcu-
lation results.
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Figure 10: Histogram of calculation of characteristic parameters of
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5. Conclusion

(1) It can be seen that the output value and the activation
function have the same variation range through the
change curves of the calculated indexes of different
neurons. When the neuron is low, the output value
and the corresponding activation function have the
same change trend. When the neuron is high, the
output value shows a rapid decline, while the cor-
responding activation function shows a rapid
increase.

(2) ,e comparison curve between Leaky ReLU function
and ReLU function shows that the original model
can only provide a good description of the second
stage of the test data. ,e optimized activation
function can not only explain the change rule of the
first stage but also better analyze the experimental
data in the key points of the second stage.

(3) Model gradient changes mainly include learning rate
and parameter values of the model. By comparing
the experimental data, it can be seen that the curve
shows obvious fluctuation in the first stage, among
which the fluctuation of learning rate is relatively
large. ,e corresponding parameter values change in
a small range, and the curves all decline significantly
in the second stage.
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request.
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